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[bookmark: _Ref57450726][bookmark: _Toc382790601]For the purposes of this International Standard, the following definitions apply.

access unit
set of NAL units that are associated with each other according to a specified classification rule, are consecutive in decoding order, and contain exactly one coded picture

base layer
layer within the bitstream pertaining to a coded base picture

bitstream
sequence of bits, in the form of a NAL unit stream or a byte stream, that forms the representation of coded pictures and associated data forming one or more coded video sequences (CVSs)

block
MxN (M-column by N-row) array of samples, or an MxN array of transform coefficients

byte
sequence of 8 bits, within which, when written or read as a sequence of bit values, the left-most and right-most bits represent the most and least significant bits, respectively
[bookmark: _Ref57452290]
byte-aligned
position in a bitstream in which the position is an integer multiple of 8 bits from the position of the first bit in the bitstream
Note 1 to entry:	A bit or byte or syntax element is said to be byte-aligned when the position at which it appears in a bitstream is byte-aligned

byte stream
encapsulation of a NAL unit stream containing start code prefixes and NAL units as specified in Annex B.

can
term used to refer to behaviour that is allowed, but not necessarily required

chroma
adjective, represented by the symbols Cb and Cr, specifying that a sample array or single sample is representing one of the two colour difference signals related to the primary colours
Note 1 to entry:	The term chroma is used rather than the term chrominance in order to avoid the implication of the use of linear light transfer characteristics that is often associated with the term chrominance.

chunk
entropy encoded portion of data containing the quantized transform coefficient belonging to a coefficient group

coded picture
coded representation of a picture containing all CUs of the picture

coded base picture
coded representation of a picture encoded using a separate encoding process

coded representation
data element as represented in its coded form

coding block
MxN block of samples for some values of M and N

coding unit
CU
coding block of luma samples or a coding block of chroma samples of a picture that has three sample arrays, or a coding block of samples of a monochrome picture or a picture that is coded using three separate colour planes and syntax structures used to code the samples

coefficient group
CG
syntactical structure containing encoded data related to a specific set of transform coefficient

component
array or single sample from one of the three arrays (luma and two chroma) that compose a picture in 4:2:0, 4:2:2, or 4:4:4 colour format or the array or a single sample of the array that compose a picture in monochrome format

data block
syntax structure containing bytes corresponding to a type of data

decoded base picture
decoded picture derived by decoding a coded base picture

decoded picture
picture derived by decoding a coded picture., and which is either a decoded frame, or a decoded field. A decoded field is either a decoded top field or a decoded bottom field

decoded picture buffer
DPB
buffer holding decoded pictures for reference or output reordering

decoder
embodiment of a decoding process

decoding order
order in which syntax elements are processed by the decoding process
[bookmark: _Ref57451212]
decoding process
process specified in this document that reads a bitstream and derives decoded pictures from it

emulation prevention byte
byte equal to 0x03 that may be present within a NAL unit, the presence of which ensures that no sequence of consecutive byte-aligned bytes in the NAL unit contains a start code prefix.

encoder
embodiment of an encoding process

encoding process
process, not specified in this document, that produces a bitstream conforming to this document

enhancement layer
layer within the bitstream pertaining to the residual planes

enhancement sub-layer
layer of the enhancement layer

field
assembly of alternate rows of a frame

frame
an array of luma samples in monochrome format, or an array of luma samples and two corresponding arrays of chroma samples in 4:2:0, 4:2:2, and 4:4:4 colour format, and which consists of two fields, a top field and a bottom field

informative
term used to refer to content provided in this document that does not establish any mandatory requirements for conformance to this document and thus is not considered an integral part of this document

instantaneous decoding refresh picture
IDR picture
picture for which an NAL unit contains a global configuration data block as in subclause 8.2

inverse transform
part of the decoding process by which a set of transform coefficients are converted into residuals

layer
one of a set of syntactical structures in a non-branching hierarchical relationship
[bookmark: _Ref57451468]
luma
adjective, represented by the symbol or subscript Y or L, specifying that a sample array or single sample represents the monochrome signal related to the primary colours
Note 1 to entry:	The term luma is used rather than the term luminance in order to avoid the implication of the use of linear light transfer characteristics that is often associated with the term luminance. The symbol L is sometimes used instead of the symbol Y to avoid confusion with the symbol y as used for vertical location.

may
term that is used to refer to behaviour that is allowed, but not necessarily required
Note 1 to entry:	In some places where the optional nature of the described behaviour is intended to be emphasized, the phrase “may or may not” is used to provide emphasis.
[bookmark: _Ref57451851]
must
term that is used in expressing an observation about a requirement or an implication of a requirement that is specified elsewhere in this document (used exclusively in an informative context)

network abstraction layer unit
NAL unit
syntax structure containing an indication of the type of data to follow and bytes containing that data in the form of an RBSP interspersed as necessary with emulation prevention bytes

network abstraction layer unit stream
NAL unit stream
sequence of NAL units

note
term that is used to prefix informative remarks (used exclusively in an informative context)

output order
order in which the decoded pictures are output from the decoded picture buffer (for the decoded pictures that are to be output from the decoded picture buffer)

partitioning
The division of a set into subsets such that each element of the set is in exactly one of the subsets

plane
collection of data related to plane Y(luma) or C(chroma)
[bookmark: _Ref57459798]
picture
collective term for a field or a frame

profile
specified subset of the syntax of this document

random access
act of starting the decoding process for a bitstream at a point other than the beginning of the stream

raw byte sequence payload
RBSP
syntax structure containing an integer number of bytes that is encapsulated in a NAL unit, and which is either empty or has the form of a string of data bits containing syntax elements followed by an RBSP stop bit and followed by zero or more subsequent bits equal to 0.

raw byte sequence payload stop bit
RBSP stop bit
bit equal to 1 present within an RBSP after a string of data bits.
Note 1 to entry:	The location of the end of the string of data bits within an RBSP can be identified by searching from the end of the RBSP for the RBSP stop bit, which is the last non-zero bit in the RBSP.

reserved
term that may be used to specify that some values of a particular syntax element are for future use by ISO/IEC and is not to be used in bitstreams conforming to this version of this document, but may be used in bitstreams conforming to future extensions of this document by ISO/IEC

reserved_zeros
term that may be used to specify that some values of a particular syntax element are for future use by ISO/IEC and is not to be used in bitstreams conforming to this version of this document, but may be used in bitstreams conforming to future extensions of this document by ISO/IEC
Note 1 to entry:	In this document the value of any reserved_zeros bit is zero

residual
difference between a prediction of a sample or data element and a reference of that same sample or data element

residual plane
collection of residuals

run length encoding
RLE
method for encoding a sequence of values in which consecutive occurrences of the same value are represented as a single value together with its number of occurrences

shall
term used to express mandatory requirements for conformance to this document
Note 1 to entry:	When used to express a mandatory constraint on the values of syntax elements or on the results obtained by operation of the specified decoding process, it is the responsibility of the encoder to ensure that the constraint is fulfilled. When used in reference to operations performed by the decoding process, any decoding process that produces identical cropped decoded pictures to those output from the decoding process described in this document conforms to the decoding process requirements of this document.

should
term used to refer to behaviour of an implementation that is encouraged to be followed under anticipated ordinary circumstances but is not a mandatory requirement for conformance to this document

source
term used to describe the video material or some of its attributes before encoding

start code prefix
unique sequence of three bytes equal to 0x000001 embedded in the byte stream as a prefix to each NAL unit
Note 1 to entry:	The location of a start code prefix can be used by a decoder to identify the beginning of a new NAL unit and the end of a previous NAL unit. Emulation of start code prefixes is prevented within NAL units by the inclusion of emulation prevention bytes.

string of data bits
SODB
sequence of some number of bits representing syntax elements present within a raw byte sequence payload prior to the raw byte sequence payload stop bit, and within which the left-most bit is considered to be the first and most significant bit, and the right-most bit is considered to be the last and least significant bit.

syntax element
element of data represented in the bitstream

syntax structure
zero or more syntax elements present together in the bitstream in a specified order

tile
rectangular region of CUs within a particular picture

transform coefficient
scalar quantity, considered to be in a transformed domain, that is associated with a particular index in an inverse transform part of the decoding process

unspecified
term that may be used to specify some values of a particular syntax element to indicate that the values have no specified meaning in this document and will not have a specified meaning in the future as an integral part of future versions of this document

video coding layer NAL unit
VCL NAL unit
collective term for NAL units that have reserved values of NalUnitType that are classified as VCL NAL units in this document
[bookmark: _Toc4633528][bookmark: _Toc4690097][bookmark: _Toc13780392][bookmark: _Toc34081892]Abbreviations
For the purposes of this Recommendation | International Standard, the following abbreviations apply.
CG	Coefficient Group
CPB	Coded Picture Buffer
CPBB	Coded Picture Buffer of the Base
CPBL	Coded Picture Buffer LCEVC
CU	Coding Unit
DPB	Decoded Picture Buffer
DPBB	Decoded Picture Buffer of the Base
DUT	Decoder Under Test
GBR	Green, Blue, and Red; same as RGB
HBD	Hypothetical Base Decoder
HDM	Hypothetical Demuxer
HRD	Hypothetical Reference Decoder
HSS	Hypothetical Stream Scheduler
I	Intra
IDR	Instantaneous Decoding Refresh
LCEVC	Low Complexity Enhancement Video Coding
LSB	Least Significant Bit
MSB	Most Significant Bit
NAL	Network Abstraction Layer
RBSP	Raw Byte Sequence Payload
RGB	Red, Green and, Blue; same as GBR
RLE	Run length encoding
SEI	Supplemental Enhancement Information
SODB	String of data bits
VCL	Video Coding Layer
[bookmark: _Toc382790602][bookmark: _Toc4633529][bookmark: _Toc4690098][bookmark: _Toc13780393][bookmark: _Toc34081893]Conventions
[bookmark: _Toc415475782][bookmark: _Toc423599057][bookmark: _Toc423601561][bookmark: _Toc501130127][bookmark: _Toc510795050][bookmark: _Toc535190742][bookmark: _Toc536549725][bookmark: _Toc536724654][bookmark: _Toc13780394][bookmark: _Toc34081894][bookmark: _Hlk4693973][bookmark: _Toc226456478][bookmark: _Toc248045181][bookmark: _Toc287363737][bookmark: _Toc311216720][bookmark: _Toc317198685][bookmark: _Toc415475790][bookmark: _Toc423599065][bookmark: _Toc423601569][bookmark: _Toc501130135][bookmark: _Toc510795058][bookmark: _Toc4633538][bookmark: _Toc4690107]General (Informational)
The mathematical operators used in this document are similar to those used in the C programming language. However, the results of integer division and arithmetic shift operations are defined more precisely, and additional operations are defined, such as exponentiation and real-valued division. Numbering and counting conventions generally begin from 0, e.g., “the first” is equivalent to the 0-th, “the second” is equivalent to the 1-th, etc.
[bookmark: _Toc33005123][bookmark: _Toc13780395][bookmark: _Toc20134224][bookmark: _Toc24455817][bookmark: _Toc77680335][bookmark: _Toc118289001][bookmark: _Toc226456471][bookmark: _Toc248045174][bookmark: _Toc287363730][bookmark: _Toc311216713][bookmark: _Toc317198678][bookmark: _Toc415475783][bookmark: _Toc423599058][bookmark: _Toc423601562][bookmark: _Toc501130128][bookmark: _Toc510795051][bookmark: _Toc535190743][bookmark: _Toc536549726][bookmark: _Toc536724655][bookmark: _Toc34081895]Arithmetic operators
The following arithmetic operators are defined as follows:
	[bookmark: _Toc31031135]+
	[bookmark: _Toc31031136]Addition

	[bookmark: _Toc31031138]−
	[bookmark: _Toc31031139]Subtraction (as a two-argument operator) or negation (as a unary prefix operator)

	[bookmark: _Toc31031141]*
	[bookmark: _Toc31031142]Multiplication, including matrix multiplication

	[bookmark: _Toc31031144]xy
	[bookmark: _Toc31031145]Exponentiation. Specifies x to the power of y. In other contexts, such notation is used for superscripting not intended for interpretation as exponentiation.

	[bookmark: _Toc31031147]/
	[bookmark: _Toc31031148]Integer division with truncation of the result toward zero. For example, 7 / 4 and −7 / −4 are truncated to 1 and −7 / 4 and 7 / −4 are truncated to −1.

	[bookmark: _Toc31031150]÷
	[bookmark: _Toc31031151]Used to denote division in mathematical equations where no truncation or rounding is intended.

	[bookmark: _Toc31031153]
	[bookmark: _Toc31031154]Used to denote division in mathematical equations where no truncation or rounding is intended.

	[bookmark: _Toc31031156]
	[bookmark: _Toc31031157]The summation of f(i) with i taking all integer values from x up to and including y.

	[bookmark: _Toc31031159]x % y
	[bookmark: _Toc31031160]Modulus. Remainder of x divided by y, defined only for integers x and y with x >= 0 and y > 0.


[bookmark: _Toc219707772][bookmark: _Toc219707773][bookmark: _Toc219707774][bookmark: _Toc219707775][bookmark: _Toc488804403][bookmark: _Toc496067375][bookmark: _Toc496067608][bookmark: _Toc20134225][bookmark: _Toc77680336][bookmark: _Toc118289002][bookmark: _Toc226456472][bookmark: _Toc248045175][bookmark: _Toc287363731][bookmark: _Toc311216714][bookmark: _Toc317198679][bookmark: _Toc415475784][bookmark: _Toc423599059][bookmark: _Toc423601563][bookmark: _Toc501130129][bookmark: _Toc510795052][bookmark: _Toc535190744][bookmark: _Toc536549727][bookmark: _Toc536724656][bookmark: _Toc13780396][bookmark: _Toc34081896]Logical operators
The following logical operators are defined as follows:
x && y	Boolean logical “and” of x and y
x || y	Boolean logical “or” of x and y
!	Boolean logical “not”
x ? y : z	If x is TRUE or not equal to 0, evaluates to the value of y; otherwise, evaluates to the value of z.
[bookmark: _Toc488804404][bookmark: _Toc496067376][bookmark: _Toc496067609][bookmark: _Toc20134226][bookmark: _Toc77680337][bookmark: _Toc118289003][bookmark: _Toc226456473][bookmark: _Toc248045176][bookmark: _Toc287363732][bookmark: _Toc311216715][bookmark: _Toc317198680][bookmark: _Toc415475785][bookmark: _Toc423599060][bookmark: _Toc423601564][bookmark: _Toc501130130][bookmark: _Toc510795053][bookmark: _Toc535190745][bookmark: _Toc536549728][bookmark: _Toc536724657][bookmark: _Toc13780397][bookmark: _Toc34081897]Relational operators
The following relational operators are defined as follows:
>	Greater than
>=	Greater than or equal to
<	Less than
<=	Less than or equal to
==	Equal to
!=	Not equal to
When a relational operator is applied to a syntax element or variable that has been assigned the value “na” (not applicable), the value “na” is treated as a distinct value for the syntax element or variable. The value “na” is considered not to be equal to any other value.
[bookmark: _Toc488804405][bookmark: _Toc496067377][bookmark: _Toc496067610][bookmark: _Toc20134227][bookmark: _Toc77680338][bookmark: _Toc118289004][bookmark: _Toc226456474][bookmark: _Toc248045177][bookmark: _Toc287363733][bookmark: _Toc311216716][bookmark: _Toc317198681][bookmark: _Toc415475786][bookmark: _Toc423599061][bookmark: _Toc423601565][bookmark: _Toc501130131][bookmark: _Toc510795054][bookmark: _Toc535190746][bookmark: _Toc536549729][bookmark: _Toc536724658][bookmark: _Toc13780398][bookmark: _Toc34081898]Bit-wise operators
The following bit-wise operators are defined as follows:
&	Bit-wise “and”. When operating on integer arguments, operates on a two’s complement representation of the integer value. When operating on a binary argument that contains fewer bits than another argument, the shorter argument is extended by adding more significant bits equal to 0.
|	Bit-wise “or”. When operating on integer arguments, operates on a two’s complement representation of the integer value. When operating on a binary argument that contains fewer bits than another argument, the shorter argument is extended by adding more significant bits equal to 0.
[bookmark: _Toc488804406][bookmark: _Toc496067378][bookmark: _Toc496067611][bookmark: _Toc20134228]^	Bit-wise “exclusive or”. When operating on integer arguments, operates on a two’s complement representation of the integer value. When operating on a binary argument that contains fewer bits than another argument, the shorter argument is extended by adding more significant bits equal to 0.
x >> y	Arithmetic right shift of a two’s complement integer representation of x by y binary digits. This function is defined only for non-negative integer values of y. Bits shifted into the most significant bits (MSBs) as a result of the right shift have a value equal to the MSB of x prior to the shift operation.
x << y	Arithmetic left shift of a two’s complement integer representation of x by y binary digits. This function is defined only for non-negative integer values of y. Bits shifted into the least significant bits (LSBs) as a result of the left shift have a value equal to 0.
[bookmark: _Toc33805227][bookmark: _Toc33810901][bookmark: _Toc33811979][bookmark: _Toc33816054][bookmark: _Toc33819733][bookmark: _Toc33820479][bookmark: _Toc33821629][bookmark: _Toc33822375][bookmark: _Toc33987094][bookmark: _Toc34017615][bookmark: _Toc34018666][bookmark: _Toc34020338][bookmark: _Toc34021085][bookmark: _Toc34021832][bookmark: _Toc33805228][bookmark: _Toc33810902][bookmark: _Toc33811980][bookmark: _Toc33816055][bookmark: _Toc33819734][bookmark: _Toc33820480][bookmark: _Toc33821630][bookmark: _Toc33822376][bookmark: _Toc33987095][bookmark: _Toc34017616][bookmark: _Toc34018667][bookmark: _Toc34020339][bookmark: _Toc34021086][bookmark: _Toc34021833][bookmark: _Toc33805229][bookmark: _Toc33810903][bookmark: _Toc33811981][bookmark: _Toc33816056][bookmark: _Toc33819735][bookmark: _Toc33820481][bookmark: _Toc33821631][bookmark: _Toc33822377][bookmark: _Toc33987096][bookmark: _Toc34017617][bookmark: _Toc34018668][bookmark: _Toc34020340][bookmark: _Toc34021087][bookmark: _Toc34021834][bookmark: _Toc33805230][bookmark: _Toc33810904][bookmark: _Toc33811982][bookmark: _Toc33816057][bookmark: _Toc33819736][bookmark: _Toc33820482][bookmark: _Toc33821632][bookmark: _Toc33822378][bookmark: _Toc33987097][bookmark: _Toc34017618][bookmark: _Toc34018669][bookmark: _Toc34020341][bookmark: _Toc34021088][bookmark: _Toc34021835][bookmark: _Toc33805231][bookmark: _Toc33810905][bookmark: _Toc33811983][bookmark: _Toc33816058][bookmark: _Toc33819737][bookmark: _Toc33820483][bookmark: _Toc33821633][bookmark: _Toc33822379][bookmark: _Toc33987098][bookmark: _Toc34017619][bookmark: _Toc34018670][bookmark: _Toc34020342][bookmark: _Toc34021089][bookmark: _Toc34021836][bookmark: _Toc33805232][bookmark: _Toc33810906][bookmark: _Toc33811984][bookmark: _Toc33816059][bookmark: _Toc33819738][bookmark: _Toc33820484][bookmark: _Toc33821634][bookmark: _Toc33822380][bookmark: _Toc33987099][bookmark: _Toc34017620][bookmark: _Toc34018671][bookmark: _Toc34020343][bookmark: _Toc34021090][bookmark: _Toc34021837][bookmark: _Toc33805233][bookmark: _Toc33810907][bookmark: _Toc33811985][bookmark: _Toc33816060][bookmark: _Toc33819739][bookmark: _Toc33820485][bookmark: _Toc33821635][bookmark: _Toc33822381][bookmark: _Toc33987100][bookmark: _Toc34017621][bookmark: _Toc34018672][bookmark: _Toc34020344][bookmark: _Toc34021091][bookmark: _Toc34021838][bookmark: _Toc34081899][bookmark: _Toc77680340][bookmark: _Toc118289006][bookmark: _Toc226456476][bookmark: _Toc248045179][bookmark: _Toc287363735][bookmark: _Toc311216718][bookmark: _Toc317198683][bookmark: _Toc415475788][bookmark: _Toc423599063][bookmark: _Toc423601567][bookmark: _Toc501130133][bookmark: _Toc510795056][bookmark: _Toc535190748][bookmark: _Toc536549731][bookmark: _Toc536724660][bookmark: _Toc13780400][bookmark: _Toc24455822]Assignment operators
The following arithmetic operators are defined as follows:
=	Assignment operator
++	Increment, i.e., x++ is equivalent to x = x + 1; when used in an array index, evaluates to the value of the variable prior to the increment operation.
− −	Decrement, i.e., x− − is equivalent to x = x − 1; when used in an array index, evaluates to the value of the variable prior to the decrement operation.
+=	Increment by amount specified, i.e., x += 3 is equivalent to x = x + 3, and x += (−3) is equivalent to x = x + (−3).
−=	Decrement by amount specified, i.e., x −= 3 is equivalent to x = x − 3, and x −= (−3) is equivalent to x = x − (−3).
[bookmark: _Toc34081900]Range notation
The following notations are used to specify a range of values:
x = y...z	x takes on integer values starting from y to z, inclusive, with x, y, and z being integer numbers and z being greater than y.
x = y to z	x takes on integer values starting from y to z, inclusive, with x, y, and z being integer numbers and z being greater than y.
[bookmark: _Toc77680341][bookmark: _Toc118289007][bookmark: _Ref196969207][bookmark: _Toc226456477][bookmark: _Toc248045180][bookmark: _Toc287363736][bookmark: _Toc311216719][bookmark: _Toc317198684][bookmark: _Toc415475789][bookmark: _Toc423599064][bookmark: _Toc423601568][bookmark: _Toc501130134][bookmark: _Toc510795057][bookmark: _Ref531198586][bookmark: _Toc535190749][bookmark: _Toc536549732][bookmark: _Toc536724661][bookmark: _Toc13780401][bookmark: _Ref33557805][bookmark: _Toc34081901]Mathematical functions
The following mathematical functions are defined:
Abs(x) = 	(1)
Ceil(x)	the smallest integer greater than or equal to x.	(2)
Clip3(x, y, z) = 	(3)
Floor(x)	the largest integer less than or equal to x.	(4)
Ln(x)	the natural logarithm of x (the base-e logarithm, where e is the natural logarithm base constant 2.718 281 828...).	(5)
Log10(x)	the base-10 logarithm of x.	(6)
Min(x, y) = 	(7)
Max(x, y) = 	(8)
Round(x) = Sign(x) * Floor(Abs(x) + 0.5)	(9)
Sign(x) = 	(10)
[bookmark: _Hlk508806393]Sqrt(x) = >	(11)
[bookmark: _Toc13780402][bookmark: _Toc34081902]Order of operation precedence
When the order of precedence in an expression is not indicated explicitly by use of parentheses, the following rules apply:
Operations of a higher precedence are evaluated before any operation of a lower precedence.
Operations of the same precedence are evaluated sequentially from left to right.
Table 1 specifies the precedence of operations from highest to lowest; a higher position in the table indicates a higher precedence.
NOTE	For those operators that are also used in the C programming language, the order of precedence used in this document is the same as used in the C programming language.
[bookmark: _Ref30846348][bookmark: _Toc34082158]Table 1 — Operation precedence from highest (at top of the table) to lowest (at bottom of the table)
	operations (with operands x, y, and z)

	“x++”, “x− −“

	“!x”, “−x” (as a unary prefix operator)

	xy

	“x * y”, “x / y”, “x ÷ y”, “”, “x % y”

	"x + y", " x ÷ y " (as a two-argument operator), "[image: ]"

	“x << y”, “x >> y”

	“x < y”, “x <= y”, “x > y”, “x >= y”

	“x == y”, “x != y”

	“x & y”

	“x | y”

	“x && y”

	“x || y”

	“x ? y : z”

	“x...y”


[bookmark: _Toc31054677][bookmark: _Toc31142252][bookmark: _Toc31142505][bookmark: _Toc31142862][bookmark: _Toc31146322][bookmark: _Toc31202985][bookmark: _Toc31239106][bookmark: _Toc31321802][bookmark: _Toc31376789][bookmark: _Toc31378550][bookmark: _Toc31378709][bookmark: _Toc31381259][bookmark: _Toc31381418][bookmark: _Toc31381578][bookmark: _Toc31381737][bookmark: _Toc31381896][bookmark: _Toc31382055][bookmark: _Toc31382310][bookmark: _Toc31384950][bookmark: _Toc31054678][bookmark: _Toc31142253][bookmark: _Toc31142506][bookmark: _Toc31142863][bookmark: _Toc31146323][bookmark: _Toc31202986][bookmark: _Toc31239107][bookmark: _Toc31321803][bookmark: _Toc31376790][bookmark: _Toc31378551][bookmark: _Toc31378710][bookmark: _Toc31381260][bookmark: _Toc31381419][bookmark: _Toc31381579][bookmark: _Toc31381738][bookmark: _Toc31381897][bookmark: _Toc31382056][bookmark: _Toc31382311][bookmark: _Toc31384951][bookmark: _Toc219707783][bookmark: _Toc34081903]Variables, syntax elements and tables
Syntax elements in the bitstream are represented in bold type. Each syntax element is described by its name (all lower-case letters with underscore characters), and one descriptor for its method of coded representation. The decoding process behaves according to the value of the syntax element and to the values of previously decoded syntax elements. When a value of a syntax element is used in the syntax tables or the text, it appears in regular (i.e., not bold) type.
In some cases, the syntax tables may use the values of other variables derived from syntax elements values. Such variables appear in the syntax tables, or text, named by a mixture of lower case and uppercase letter and without any underscore characters. Variables starting with an upper-case letter are derived for the decoding of the current syntax structure and all depending syntax structures. Variables starting with an upper case letter may be used in the decoding process for later syntax structures without mentioning the originating syntax structure of the variable. Variables starting with a lower case letter are only used within the clause in which they are derived.
In some cases, “mnemonic” names for syntax element values or variable values are used interchangeably with their numerical values. Sometimes “mnemonic” names are used without any associated numerical values. The association of values and names is specified in the text. The names are constructed from one or more groups of letters separated by an underscore character. Each group starts with an upper case letter and may contain more upper case letters.
NOTE	The syntax is described in a manner that closely follows the C-language syntactic constructs.
Functions that specify properties of the current position in the bitstream are referred to as syntax functions. These functions are specified in clause 7.2 and assume the existence of a bitstream pointer with an indication of the position of the next bit to be read by the decoding process from the bitstream. Syntax functions are described by their names, which are constructed as syntax element names and end with left and right round parentheses including zero or more variable names (for definition) or values (for usage), separated by commas (if more than one variable).
Functions that are not syntax functions (including mathematical functions specified in clause 5.8) are described by their names, which start with an upper case letter, contain a mixture of lower and upper case letters without any underscore character, and end with left and right parentheses including zero or more variable names (for definition) or values (for usage) separated by commas (if more than one variable).
A one-dimensional array is referred to as a list. A two-dimensional array is referred to as a matrix. Arrays can either be syntax elements or variables. Subscripts or square parentheses are used for the indexing of arrays. In reference to a visual depiction of a matrix, the first subscript is used as a row (vertical) index and the second subscript is used as a column (horizontal) index. The indexing order is reversed when using square parentheses rather than subscripts for indexing. Thus, an element of a matrix s at horizontal position x and vertical position y may be denoted either as s[x][y] or as syx. A single column of a matrix may be referred to as a list and denoted by omission of the row index. Thus, the column of a matrix s at horizontal position x may be referred to as the list s[x].
A specification of values of the entries in rows and columns of an array may be denoted by { {...} {...} }, where each inner pair of brackets specifies the values of the elements within a row in increasing column order and the rows are ordered in increasing row order. Thus, setting a matrix s equal to { { 1 6 } { 4 9 }} specifies that s[0][0] is set equal to 1, s[1][0] is set equal to 6, s[0][1] is set equal to 4, and s[1][1] is set equal to 9.
Binary notation is indicated by enclosing the string of bit values by single quote marks. For example, ‘01000001’ represents an eight-bit string having only its second and its last bits (counted from the most to the least significant bit) equal to 1.
Hexadecimal notation, indicated by prefixing the hexadecimal number by “0x”, may be used instead of binary notation when the number of bits is an integer multiple of 4. For example, 0x41 represents an eight-bit string having only its second and its last bits (counted from the most to the least significant bit) equal to 1.
Numerical values not enclosed in single quotes and not prefixed by “0x” are decimal values.
A value equal to 0 represents a FALSE condition in a test statement. The value TRUE is represented by any value different from zero.
[bookmark: _Toc13780404][bookmark: _Toc77680343][bookmark: _Toc118289009][bookmark: _Toc226456480][bookmark: _Toc248045183][bookmark: _Toc287363739][bookmark: _Toc311216722][bookmark: _Toc317198687][bookmark: _Toc415475792][bookmark: _Toc423599067][bookmark: _Toc423601571][bookmark: _Toc501130137][bookmark: _Toc510795060][bookmark: _Toc4633540][bookmark: _Toc4690109][bookmark: _Toc34081904]Text description of logical operations
In the text, a statement of logical operations as would be described mathematically in the following form:
	if(condition 0)
		statement 0
	else if(condition 1)
		statement 1
	...
else /* informative remark on remaining condition */
statement n
may be described in the following manner:
		... as follows / ... the following applies:
If condition 0, statement 0
Otherwise, if condition 1, statement 1
	...
Otherwise (informative remark on remaining condition), statement n
Each “If ... Otherwise, if ... Otherwise, ...” statement in the text is introduced with “... as follows” or “... the following applies” immediately followed by “If ... “. The last condition of the “If ... Otherwise, if ... Otherwise, ...” is always an “Otherwise, ...”. Interleaved “If ... Otherwise, if ... Otherwise, ...” statements can be identified by matching “... as follows” or “... the following applies” with the ending “Otherwise, ...”.
In the text, a statement of logical operations as would be described mathematically in the following form:
	if(condition 0a && condition 0b)
		statement 0
	else if(condition 1a || condition 1b)
		statement 1
	...
	else
		statement n
may be described in the following manner:
		... as follows / ... the following applies:
If all of the following conditions are true, statement 0:
condition 0a
condition 0b
Otherwise, if one or more of the following conditions are true, statement 1:
condition 1a
condition 1b
...
Otherwise, statement n In the text, a statement of logical operations as would be described mathematically in the following form:
	if(condition 0)
 		statement 0
	if(condition 1)
 		statement 1
may be described in the following manner:
When condition 0, statement 0
When condition 1, statement 1
[bookmark: _Toc77680344][bookmark: _Toc118289010][bookmark: _Toc226456481][bookmark: _Toc248045184][bookmark: _Toc287363740][bookmark: _Toc311216723][bookmark: _Toc317198688][bookmark: _Toc415475793][bookmark: _Toc423599068][bookmark: _Toc423601572][bookmark: _Toc501130138][bookmark: _Toc510795061][bookmark: _Toc4633541][bookmark: _Toc4690110][bookmark: _Toc13780405][bookmark: _Toc34081905]Processes
Processes are used to describe the decoding of syntax elements. A process has a separate specification and invoking. All syntax elements and upper-case variables that pertain to the current syntax structure and depending syntax structures are available in the process specification and invoking. A process specification may also have a lower-case variable explicitly specified as input. Each process specification has explicitly specified an output. The output is a variable that can either be an upper-case variable or a lower-case variable.
When invoking a process, the assignment of variables is specified as follows:
If the variables at the invoking and the process specification do not have the same name, the variables are explicitly assigned to lower case input or output variables of the process specification.
Otherwise (the variables at the invoking and the process specification have the same name), assignment is implied.
In the specification of a process, a specific coding block may be referred to by the variable name having a value equal to the address of the specific coding block.
[bookmark: _Ref34468389][bookmark: _Toc77680345][bookmark: _Toc118289011][bookmark: _Toc226456482][bookmark: _Toc248045185][bookmark: _Toc287363741][bookmark: _Toc311216724][bookmark: _Toc317198689][bookmark: _Toc415475794][bookmark: _Toc423599069][bookmark: _Toc423601573][bookmark: _Toc501130139][bookmark: _Toc510795062][bookmark: _Toc4633542][bookmark: _Toc4690111][bookmark: _Toc13780406][bookmark: _Toc34081906]Bitstream and picture formats, partitioning, scanning processes and neighbouring relationships
[bookmark: _Toc20134231][bookmark: _Toc77680346][bookmark: _Toc118289012][bookmark: _Toc226456483][bookmark: _Toc248045186][bookmark: _Toc287363742][bookmark: _Toc311216725][bookmark: _Toc317198690][bookmark: _Ref414879472][bookmark: _Toc415475795][bookmark: _Toc423599070][bookmark: _Toc423601574][bookmark: _Toc501130140][bookmark: _Toc510795063][bookmark: _Toc4633543][bookmark: _Toc4690112][bookmark: _Toc13780407][bookmark: _Toc34081907]Bitstream formats
This clause specifies the relationship between the network abstraction layer (NAL) unit stream and byte stream, either of which are referred to as the bitstream.
The bitstream can be in one of two formats: the NAL unit stream format or the byte stream format. The NAL unit stream format is conceptually the more “basic” type. It consists of a sequence of syntax structures called NAL units. This sequence is ordered in decoding order. There are constraints imposed on the decoding order (and contents) of the NAL units in the NAL unit stream. The byte stream format can be constructed from the NAL unit stream format by ordering the NAL units in decoding order and prefixing each NAL unit with a start code prefix and zero or more zero-valued bytes to form a stream of bytes. The NAL unit stream format can be extracted from the byte stream format by searching for the location of the unique start code prefix pattern within this stream of bytes. Methods of framing the NAL units in a manner other than use of the byte stream format are outside the scope of this document. The byte stream format is specified in Annex B.
[bookmark: _Ref33708839][bookmark: _Ref33709363][bookmark: _Toc34081908]Source, decoded and ouptput picture formats
This clause specifies the relationship between source and decoded pictures that is given via the bitstream.
The video source that is represented by the bitstream is a sequence of pictures in decoding order.
The source and decoded pictures are each comprised of one or more sample arrays:
Luma (Y) only (monochrome).
Luma and two chroma (YCbCr or YCgCo).
Green, blue, and red (GBR, also known as RGB).
Arrays representing other unspecified monochrome or tri-stimulus colour samplings (for example, YZX, also known as XYZ).
For convenience of notation and terminology in this document, the variables and terms associated with these arrays are referred to as luma (or L or Y) and chroma, where the two chroma arrays are referred to as Cb and Cr; regardless of the actual colour representation method in use. The actual colour representation method in use can be indicated in syntax that is specified in Annex B.
The variables SubWidthC and SubHeightC are specified in Table 2, depending on the chroma format sampling structure, which is specified through chroma_format_idc and separate_colour_plane_flag. Other values of chroma_format_idc, SubWidthC and SubHeightC may be specified in the future by ITU-T | ISO/IEC.
[bookmark: _Ref30846207][bookmark: _Toc34082159]Table 2 — ShiftWidthC and ShiftHeight values derived from chroma_sampling_type (subclause 7.3.4)
	chroma_sampling_type
	Chroma format
	SubWidthC
	SubHeightC

	0
	Monochrome
	1
	1

	1
	4:2:0
	2
	2

	2
	4:2:2
	2
	1

	3
	4:4:4
	1
	1


In monochrome sampling there is only one sample array, which is nominally considered the luma array.
In 4:2:0 sampling, each of the two chroma arrays has half the height and half the width of the luma array.
In 4:2:2 sampling, each of the two chroma arrays has the same height and half the width of the luma array.
In 4:4:4 sampling, each of the two chroma arrays has the same height and width as the luma array.
The number of bits necessary for the representation of each of the samples in the luma and chroma arrays in a video sequence is in the range of 8 to 16, inclusive, and the number of bits used in the luma array may differ from the number of bits used in the chroma arrays.
When the value of chroma_sampling_type is equal to 0, the nominal vertical and horizontal relative locations of luma and chroma samples in pictures are shown in Figure 1.
[image: ]
[bookmark: _Ref30929626][bookmark: _Toc30979038][bookmark: _Toc34082081]Figure 1 — Nominal vertical and horizontal locations of 4:2:0 luma and chroma samples in a picture
When the value of chroma_sampling_type is equal to 1, the chroma samples are co-sited with the corresponding luma samples and the nominal locations in a picture are as shown in Figure 2.
[image: ]
[bookmark: _Ref30929633][bookmark: _Toc30979039][bookmark: _Toc34082082]Figure 2 — Nominal vertical and horizontal locations of 4:2:2 luma and chroma samples in a picture
When the value of chroma_sampling_type is equal to 2, all array samples are co-sited for all cases of pictures and the nominal locations in a picture are as shown in Figure 3.
[image: ]
[bookmark: _Ref30941758][bookmark: _Toc30979040][bookmark: _Toc34082083]Figure 3 — Nominal vertical and horizontal locations of 4:4:4 luma and chroma samples in a picture
[bookmark: _Ref19430028][bookmark: _Ref19430045][bookmark: _Ref19430106][bookmark: _Toc20134234][bookmark: _Toc77680348][bookmark: _Toc118289023][bookmark: _Toc226456485][bookmark: _Toc248045188][bookmark: _Toc287363744][bookmark: _Toc311216727][bookmark: _Toc317198692][bookmark: _Ref414879475][bookmark: _Toc415475797][bookmark: _Toc423599072][bookmark: _Toc423601576][bookmark: _Toc501130142][bookmark: _Toc510795065][bookmark: _Toc4633545][bookmark: _Toc4690114][bookmark: _Toc13780409][bookmark: _Toc34081909][bookmark: _Toc4633546][bookmark: _Toc4690115][bookmark: _Toc13780410]Partitioning of pictures
[bookmark: _Toc34081910][bookmark: _Hlk33982530]Organization of the hierarchical structure
Each picture is composed of three different planes, organized in a hierarchical structure: the decoded base picture planes and the residuals planes. The following sections specify how the different planes are organized.
The decoded base picture corresponds to the decoded output of a base decoder (Note: the bitstream syntax and decoding process for the base decoder is not part of this specification). Residuals planes are partitioned as described below.
[bookmark: _Toc4633547][bookmark: _Toc4690116][bookmark: _Toc13780411][bookmark: _Toc34081911]Partitioning of residuals plane
A residuals plane is divided into CUs whose size depends on the size of the transform used. The CUs have either dimension 2x2 if a 2x2 directional decomposition transform is used or dimension 4x4 if a 4x4 directional decomposition transform is used.
[bookmark: _Toc331257885][bookmark: _Toc331257893][bookmark: _Toc331257894][bookmark: _Toc33005196][bookmark: _Toc33005206][bookmark: _Toc33005216][bookmark: _Toc33005226][bookmark: _Toc33005236][bookmark: _Toc33005256][bookmark: _Toc33005266][bookmark: _Toc33005276][bookmark: _Toc33005286][bookmark: _Toc33005296][bookmark: _Toc33005306][bookmark: _Toc33005316][bookmark: _Toc33005326][bookmark: _Toc33005336][bookmark: _Toc33005346][bookmark: _Toc33005356][bookmark: _Toc33005376][bookmark: _Toc33005386][bookmark: _Toc33005396][bookmark: _Toc33005406][bookmark: _Toc33005436][bookmark: _Toc33005446][bookmark: _Toc33005456][bookmark: _Toc33005466][bookmark: _Toc33005486][bookmark: _Toc33005496][bookmark: _Toc327178039][bookmark: _Toc327178041][bookmark: _Toc327178043][bookmark: _Toc327178045][bookmark: _Toc327178047][bookmark: _Toc330857244][bookmark: _Toc4690119][bookmark: _Ref472449315][bookmark: _Toc501130156][bookmark: _Toc510795079][bookmark: _Toc4633550][bookmark: _Toc4690120][bookmark: _Toc13780412][bookmark: _Toc34081912]Syntax and semantics
[bookmark: _Toc33005504][bookmark: _Toc33005508][bookmark: _Toc33005509][bookmark: _Toc33005525][bookmark: _Toc33005553][bookmark: _Toc33005569][bookmark: _Toc33005589][bookmark: _Toc33005613][bookmark: _Toc33005629][bookmark: _Ref33101620][bookmark: _Toc77680368][bookmark: _Toc118289038][bookmark: _Toc226456515][bookmark: _Toc248045218][bookmark: _Toc287363748][bookmark: _Toc311216736][bookmark: _Toc317198700][bookmark: _Toc415475811][bookmark: _Toc423599086][bookmark: _Toc423601590][bookmark: _Toc501130157][bookmark: _Toc510795080][bookmark: _Toc4633551][bookmark: _Toc4690121][bookmark: _Toc13780413][bookmark: _Toc34081913]Method of specifying syntax in tabular form
The syntax tables specify a superset of the syntax of all allowed bitstreams. Additional constraints on the syntax may be specified, either directly or indirectly, in other clauses.
NOTE	An actual decoder should implement some means for identifying entry points into the bitstream and some means to identify and handle non-conforming bitstreams. The methods for identifying and handling errors and other such situations are not specified in this document.
Table 3 lists examples of the syntax specification format. When syntax_element appears, it specifies that a syntax element is parsed from the bitstream and the bitstream pointer is advanced to the next position beyond the syntax element in the bitstream parsing process.
[bookmark: _Ref30930066][bookmark: _Toc34082160]Table 3 — Syntax Specification Format Examples
	Syntax Specification
	Descriptor

	/* A statement can be a syntax element with an associated descriptor or can be an expression used to specify conditions for the existence, type and quantity of syntax elements, as in the following two examples */
	

	syntax_element
	u(n)

	conditioning statement
	

	
	

	/* A group of statements enclosed in curly brackets is a compound statement and is treated functionally as a single statement. */
	

	{
	

		Statement
	

		Statement
	

		...
	

	}
	

	
	

	/* A “while” structure specifies a test of whether a condition is true, and if true, specifies evaluation of a statement (or compound statement) repeatedly until the condition is no longer true */
	

	while (condition)
	

		Statement
	

	
	

	/* A “do ... while” structure specifies evaluation of a statement once, followed by a test of whether a condition is true, and if true, specifies repeated evaluation of the statement until the condition is no longer true */
	

	do
	

		Statement
	

	while (condition)
	

	
	

	/* An “if ... else” structure specifies a test of whether a condition is true and, if the condition is true, specifies evaluation of a primary statement, otherwise, specifies evaluation of an alternative statement. The “else” part of the structure and the associated alternative statement is omitted if no alternative statement evaluation is needed */
	

	if (condition)
	

		primary statement
	

	else
	

		alternative statement
	

	
	

	/* A “for” structure specifies evaluation of an initial statement, followed by a test of a condition, and if the condition is true, specifies repeated evaluation of a primary statement followed by a subsequent statement until the condition is no longer true. */
	

	for (initial statement; condition; subsequent statement)
	

		primary statement
	


[bookmark: _Toc20134239][bookmark: _Ref33442712][bookmark: _Toc77680369][bookmark: _Toc118289039][bookmark: _Ref168818615][bookmark: _Ref196969106][bookmark: _Ref220340855][bookmark: _Toc226456516][bookmark: _Toc248045219][bookmark: _Toc287363749][bookmark: _Toc311216737][bookmark: _Ref316817924][bookmark: _Toc317198701][bookmark: _Ref398984612][bookmark: _Toc415475812][bookmark: _Toc423599087][bookmark: _Toc423601591][bookmark: _Toc501130158][bookmark: _Toc510795081][bookmark: _Ref531198566][bookmark: _Toc4633552][bookmark: _Toc4690122][bookmark: _Toc13780414][bookmark: _Ref33557623][bookmark: _Toc34081914]Specification of syntax functions and descriptors
The functions presented in Table 4 are used in the syntactical description. These functions are expressed in terms of the value of a bitstream pointer that indicates the position of the next bit to be read by the decoding process from the bitstream.
[bookmark: _Ref31047560][bookmark: _Ref31047553][bookmark: _Toc34082161]Table 4 — Syntax Functions and Descriptors
	Syntax function
	Use

	byte_stream_has_data( )
	If the byte-stream has more data, then returns TRUE; otherwise returns FALSE.

	process_payload_function(payload_type, payload_byte_size)
	Behaves like a function lookup table, by selecting and invoking the process payload function relating to the payload_type as outlined in 7.3.4 below.

	read_bits(n)
	Reads the next n bits from the bitstream. Following the read operation, the bitstream pointer is advanced by n bit positions. When n is equal to 0, read_bits(n) returns a value equal to 0 and the bitstream pointer is not advanced.

	read_byte(bitstream) 
	Reads a byte in the bitstream returning its value. Following the return of the value, the bitstream pointer is advanced by a byte.

	read_multibyte(bitstream) 
	Executes a read_byte(bitstream) until the MSB of the read byte is equal to zero.

	bytestream_current(bitstream)
	Returns the current bitstream pointer.

	bytestream_seek(bitstream, n) 
	Returns the current bitstream pointer at the position in the bitstream corresponding to n bytes.


The following descriptors specify the parsing process of each syntax element:
b(8): byte having any pattern of bit string (8 bits). The parsing process for this descriptor is specified by the return value of the function read_bits( 8 ).
f(n): fixed-pattern bit string using n bits written (from left to right) with the left bit first. The parsing process for this descriptor is specified by the return value of the function read_bits(n).
u(n): unsigned integer using n bits. When n is “v” in the syntax table, the number of bits varies in a manner dependent on the value of other syntax elements. The parsing process for this descriptor is specified by the return value of the function read_bits(n) interpreted as a binary representation of an unsigned integer with most significant bit written first.
ue(v): unsigned integer 0-th order Exp-Golomb-coded syntax element with the left bit first. The parsing process for this descriptor is specified in clause 9.4.
mb: read multiple bytes. The parsing process for this descriptor is specified by the return value of the function read_multibyte(bitstream) interpreted as a binary representation of multiple unsigned char with most significant bit written first, and most significant byte of the sequence of unsigned char written first.
[bookmark: _Toc4607701][bookmark: _Ref35660929][bookmark: _Toc77680370][bookmark: _Toc118289040][bookmark: _Toc226456517][bookmark: _Toc248045220][bookmark: _Toc287363750][bookmark: _Toc311216738][bookmark: _Toc317198702][bookmark: _Toc415475813][bookmark: _Toc423599088][bookmark: _Toc423601592][bookmark: _Toc501130159][bookmark: _Toc510795082][bookmark: _Toc4633553][bookmark: _Toc4690123][bookmark: _Toc13780415][bookmark: _Toc34081915][bookmark: _Ref20133281][bookmark: _Toc20134240]Syntax in tabular form
[bookmark: _Toc34081916]Syntax order
The order in which the syntax is presented is from MSB to LSB.
[bookmark: _Ref13835721][bookmark: _Ref32930934][bookmark: _Ref32930982][bookmark: _Ref32944763][bookmark: _Toc34081917]NAL unit and NAL unit header syntax
NAL unit and NAL unit header syntax shall be as specified in Table 5 and Table 6, respectively.
[bookmark: _Ref30930760][bookmark: _Toc34082162]Table 5 — NAL unit
	Syntax
	Descriptor

	nal_unit(NumBytesInNALunit) {
	

		nal_unit_header( )
	

		NumBytesInRBSP = 0
	

		for (i = 2; i < NumBytesInNALunit; i++) {
	

			if (i + 2 < NumBytesInNALunit && next_bits(24) == 0x000003) {
	

				rbsp_byte[NumBytesInRBSP++]
	u(8)

				rbsp_byte[NumBytesInRBSP++]
	u(8)

				i += 2 
	

				emulation_prevention_three_byte /* equal to 0x03 */ 
	u(8)

			} else 
	

				rbsp_byte[NumBytesInRBSP++]
	u(8)

		}
	

	}
	


[bookmark: _Ref30930771][bookmark: _Toc34082163]Table 6 — NAL unit header
	Syntax
	Descriptor

	nal_unit_header( ) {
	

		forbidden_zero_bit
	u(1)

		forbidden_one_bit
	u(1)

		nal_unit_type
	u(5)

		reserved_flag
	u(9)

	}
	


[bookmark: _Toc4607703][bookmark: _Toc4607704][bookmark: _Toc4607705][bookmark: _Toc4607706][bookmark: _Toc4607707][bookmark: _Toc4607708][bookmark: _Toc4633555][bookmark: _Toc4690125][bookmark: _Ref5120738][bookmark: _Toc13780417][bookmark: _Ref33197594][bookmark: _Toc34081918]Process block syntax
Process block syntax shall be as specified in Table 7.
[bookmark: _Ref30931090][bookmark: _Toc34082164]Table 7 — Process block syntax
	Syntax
	Descriptor

	process_block( ) {
	

		payload_size_type
	u(3)

		payload_type
	u(5)

		payload_size = 0
	

		if (payload_size_type == 7) {
	

			custom_byte_size
	mb

			payload_size = custom_byte_size
	

		} else {
	

			if (payload_size_type == 0) payload_size = 0
	

			if (payload_size_type == 1) payload_size = 1
	

			if (payload_size_type == 2) payload_size = 2
	

			if (payload_size_type == 3) payload_size = 3
	

			if (payload_size_type == 4) payload_size = 4
	

			if (payload_size_type == 5) payload_size = 5
	

		}
	

		if (payload_type == 0)
	

			process_payload_sequence_config(payload_size)
	

		else if (payload_type == 1)
	

			process_payload_global_config(payload_size)
	

		else if (payload_type == 2)
	

			process_payload_picture_config(payload_size)
	

		else if (payload_type == 3)
	

			process_payload_encoded_data(payload_size)
	

		else if (payload_type == 4)
	

			process_payload_encoded_data_tiled(payload_size)
	

		else if (payload_type == 5)
	

			process_payload_additional_info(payload_size)
	

		else if (payload_type == 6)
	

			process_payload_filler(payload_size)
	

	}
	


[bookmark: _Toc33014967][bookmark: _Toc34081919][bookmark: _Toc4633556][bookmark: _Toc4690126][bookmark: _Ref5120944][bookmark: _Ref5883847][bookmark: _Toc13780418]Process payload – sequence configuration
Process payload global configuration syntax shall be as specified in Table 8.
[bookmark: _Ref33203952][bookmark: _Toc34082165]Table 8 — Process payload – sequence configuration
	Syntax
	Descriptor

	process_payload_sequence_config(payload_size) {
	

		profile_idc
	u(4)

		level_idc
	u(4)

		sublevel_idc
	u(2)

		conformance_window_flag
	u(1)

		reserved_zeros_5bit
	u(5)

		if (profile_idc == 16 || level_idc == 16) {
	

			extended_profile_idc
	u(3)

			extended_level_idc
	u(4)

			reserved_zeros_1bit
	u(1)

		}
	

		if (conformance_window_flag == 1) {
	

			conf_win_left_offset
	mb

			conf_win_right_offset
	mb

			conf_win_top_offset
	mb

			conf_win_bottom_offset
	mb

		}
	

	}
	


[bookmark: _Ref33638266][bookmark: _Toc34081920]Process payload – global configuration
Process payload global configuration syntax shall be as specified in Table 9.
[bookmark: _Ref30931279][bookmark: _Toc34082166]Table 9 — Process payload – global configuration
	Syntax
	Descriptor

	process_payload_global_config(payload_size) {
	

		processed_planes_type_flag
	u(1)

		resolution_type
	u(6)

		transform_type
	u(1)

		chroma_sampling_type
	u(2)

		base_depth_type
	u(2)

		enhancement_depth_type
	u(2)

		temporal_step_width_modifier_signalled_flag
	u(1)

		predicted_residual_mode_flag
	u(1)

		temporal_tile_intra_signalling_enabled_flag
	u(1)

		temporal_enabled_flag
	u(1)

		upsample_type
	u(3)

		level_1_filtering_signalled_flag
	u(1)

		scaling_mode_level1
	u(2)

		scaling_mode_level2
	u(2)

		tile_dimensions_type
	u(2)

		user_data_enabled
	u(2)

		level1_depth_flags
	u(1)

		reserved_zeros_1bit
	u(1)

		if (temporal_step_width_modifier_signalled_flag == 1) {
	

			temporal_step_width_modifier
	u(8)

		} else {
	

			temporal_step_width_modifier = 48
	

		}
	

		if (level_1_filtering_signalled_flag) {
	

			level_1_filtering_first_coefficient
	u(4)

			level_1_filtering_second_coefficient
	u(4)

		}
	

		 if (tile_dimensions_type > 0) {
	

			if (tile_dimensions_type == 3) {
	

				custom_tile_width
	u(16)

				custom_tile_height
	u(16)

			}
	

			reserved_zeros_5bit
	u(5)

			compression_type_entropy_enabled_per_tile_flag
	u(1)

			compression_type_size_per_tile
	u(2)

		}
	

		if (resolution_type == 63) {
	

			custom_resolution_width
	u(16)

			custom_resolution_height
	u(16)

		}
	

	}
	


[bookmark: _Toc4633557][bookmark: _Toc4690127][bookmark: _Ref5122294][bookmark: _Ref5188625][bookmark: _Ref5284876][bookmark: _Ref5437747][bookmark: _Toc13780419][bookmark: _Ref33197648][bookmark: _Toc34081921]Process payload – picture configuration
Process payload picture configuration syntax shall be as specified in Table 10.
[bookmark: _Ref30932648][bookmark: _Toc34082167]Table 10 — Proccess payload – picture configuration
	Syntax
	Descriptor

	process_payload_picture_config(payload_size) {
	

		no_enhancement_bit_flag
	u(1)

		if (no_enhancement_bit_flag == 0) {
	

			quant_matrix_mode
	u(3)

			dequant_offset_signalled_flag
	u(1)

			picture_type_bit_flag
	u(1)

			temporal_refresh_bit_flag
	u(1)

			step_width_level1_enabled_flag
	u(1)

			step_width_level2
	u(15)

			dithering_control_flag
	u(1)

		} else {
	

			reserved_zeros_4bit
	u(4)

			picture_type_bit_flag
	u(1)

			temporal_refresh_bit_flag
	u(1)

			temporal_signalling_present_flag
	u(1)

		}
	

		if (picture_type_bit_flag == 1) {
	

			field_type_bit_flag
	u(1)

			reserved_zeros_7bit
	u(7)

		}
	

		if (step_width_level1_enabled_flag == 1) {
	

			step_width_level1
	u(15)

			level_1_filtering_enabled_flag
	u(1)

		}
	

		if (quant_matrix_mode == 2 || quant_matrix_mode == 3 || quant_matrix_mode == 5) {
	

			for(layerIdx = 0; layerIdx < nLayers; layerIdx++) {
	

				qm_coefficient_0[layerIdx]
	u(8)

			}
	

		}
	

		if (quant_matrix_mode == 4 || quant_matrix_mode == 5) {
	

			for(layerIdx = 0; layerIdx < nLayers; layerIdx++) {
	

				qm_coefficient_1[layerIdx]
	u(8)

			}
	

		}
	

		if (dequant_offset_signalled_flag) {
	

			dequant_offset_mode_flag
	u(1)

			dequant_offset
	u(7)

		}
	

		if (dithering_control_flag == 1) {
	

			dithering_type
	u(2)

			reserverd_zero
	u(1)

			if (dithering_type != 0) {
	

				dithering_strength
	u(5)

			} else {
	

				reserved_zeros_5bit
	u(5)

			}
	

		}
	

	}
	


[bookmark: _Toc33703809][bookmark: _Toc33708058][bookmark: _Toc33708597][bookmark: _Toc33709464][bookmark: _Toc33710030][bookmark: _Toc33712666][bookmark: _Toc33713058][bookmark: _Toc33718324][bookmark: _Toc33719914][bookmark: _Toc33720679][bookmark: _Toc33722895][bookmark: _Toc33725232][bookmark: _Toc33730349][bookmark: _Toc4633558][bookmark: _Toc4690128][bookmark: _Ref5122301][bookmark: _Ref5188761][bookmark: _Toc13780420][bookmark: _Toc34081922]Process payload – encoded data
Process payload encoded data syntax shall be as specified in Table 11.
[bookmark: _Ref30932788][bookmark: _Toc34082168]Table 11 — Process payload – encoded data
	Syntax
	Descriptor

	process_payload_encoded_data(payload_size) {
	

		if (tile_dimensions_type == 0) {
	

			for (planeIdx = 0; planeIdx < nPlanes; planeIdx++) {
	

				if (no_enhancement_bit_flag == 0) {
	

					for (levelIdx = 1; levelIdx <= 2; levelIdx++) {
	

						for (layerIdx = 0; layerIdx < nLayers;layerIdx++) {
	

							surfaces[planeIdx][levelIdx][layerIdx].
							entropy_enabled_flag
	u(1)

								surfaces[planeIdx][levelIdx][layerIdx].rle_only_flag
	u(1)

						}
	

					}
	

				}
	

				if (temporal_signalling_present_flag == 1){
	

					temporal_surfaces[planeIdx].entropy_enabled_flag
	u(1)

					temporal_surfaces[planeIdx].rle_only_flag
	u(1)

				}
	

			}
	

			byte_alignment( )
	

			for (planeIdx = 0; planeIdx < nPlanes; planeIdx++) {
	

				for (levelIdx = 1; levelIdx <= 2; levelIdx++) {
	

					for (layerIdx = 0; layerIdx < nLayers; layerIdx++) 
	

						process_surface(surfaces[planeIdx][levelIdx][layerIdx])
	

				}
	

				if (temporal_signalling_present_flag == 1)
	

					process_surface(temporal_surfaces[planeIdx])
	

			}
	

		} else {
	

			process_payload_encoded_data_tiled(payload_size)
	

		}
	

	}
	


[bookmark: _Ref20935748][bookmark: _Toc21106030][bookmark: _Toc34081923][bookmark: _Toc13780421]Process payload – encoded tiled data
Process payload encoded data syntax shall be as specified in Table 12.
[bookmark: _Ref30932968][bookmark: _Toc34082169]Table 12 — Process payload – encoded tiled data
	Syntax
	Descriptor

	process_payload_encoded_data_tiled(payload_size) {
	

		for (planeIdx = 0; planeIdx < nPlanes; planeIdx++) {
	

			for (levelIdx = 1; levelIdx <= 2; levelIdx++) {
	

				if (no_enhancement_bit_flag == 0) {
	

					for (layerIdx = 0; layerIdx < nLayers;layerIdx++)
	

						surfaces[planeIdx][levelIdx][layerIdx].rle_only_flag
	u(1)

				}
	

			}
	

			if (temporal_signalling_present_flag == 1)
	

				temporal_surfaces[planeIdx].rle_only_flag
	u(1)

		}
	

		byte_alignment( )
	

		if (compression_type_entropy_enabled_per_tile_flag == 0) {
	

			for (planeIdx = 0; planeIdx < nPlanes; planeIdx++) {
	

				if (no_enhancement_bit_flag == 0) {
	

					for (levelIdx = 1; levelIdx <= 2; levelIdx++) {
	

						if (levelIdx == 1)
	

							nTiles = nTilesL1
	

						else
	

							nTiles = nTilesL2
	

						for (layerIdx = 0; layerIdx < nLayers; layerIdx++) {
	

							for (tileIdx = 0; tileIdx < nTiles; tileIdx++)
	

								surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].
								entropy_enabled_flag
	u(1)

						}
	

					}
	

				}
	

				if (temporal_signalling_present_flag == 1) {
	

					for (tileIdx = 0; tileIdx < nTilesL2; tileIdx++)
	

						temporal_surfaces[planeIdx].tiles[tileIdx].entropy_enabled_flag
	u(1)

				}
	

			}
	

		} else {
	

			entropy_enabled_per_tile_compressed_data_rle
	mb

		}
	

		byte_alignment( )
	

		if (compression_type_size_per_tile == 0) {
	

			for (planeIdx = 0; planeIdx < nPlanes; planeIdx++) {
	

				for (levelIdx = 1; levelIdx <= 2; levelIdx++) {
	

					if (levelIdx == 1)
	

						nTiles = nTilesL1
	

					else
	

						nTiles = nTilesL2
	

					for (layerIdx = 0; layerIdx < nLayers; layerIdx++) {
	

						for (tileIdx = 0; tileIdx < nTiles; tileIdx++)
	

							process_surface(surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx])
	

					}
	

				}
	

				if (temporal_signalling_present_flag == 1) {
	

					for (tileIdx = 0; tileIdx < nTilesL2; tileIdx++)
	

						process_surface(temporal_surfaces[planeIdx].tiles[tileIdx])
	

				}
	

			}
	

		} else {
	

			for (planeIdx = 0; planeIdx < nPlanes; planeIdx++) {
	

				for (levelIdx = 1; levelIdx <= 2; levelIdx++) {
	

					if (levelIdx == 1)
	

						nTiles = nTilesL1
	

					else
	

						nTiles = nTilesL2
	

					for (layerIdx = 0; layerIdx < nLayers; layerIdx++) {
	

						if(surfaces[planeIdx][levelIdx][layerIdx].rle_only_flag) {
	

							compressed_size_per_tile_prefix
	mb

						} else {
	

							compressed_prefix_last_symbol_bit_offset_per_tile_prefix
	mb

							compressed_size_per_tile_prefix
	mb

						}
	

						for (tileIdx=0; tileIdx < nTiles; tileIdx++)
	

							process_surface(surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx])
	

					}
	

				}
	

				if (temporal_signalling_present_flag == 1) {
	

					if(temporal_surfaces[planeIdx].rle_only_flag) {
	

						compressed_size_per_tile_prefix
	mb

					} else {
	

						compressed_prefix_last_symbol_bit_offset_per_tile_prefix
	mb

						compressed_size_per_tile_prefix
	mb

					}
	

					for (tileIdx = 0; tileIdx < nTilesL2; tileIdx++)
	

						process_surface(temporal_surfaces[planeIdx].tiles[tileIdx])
	

				}
	

			}
	

		}
	

	}
	


[bookmark: _Ref14988516][bookmark: _Toc34081924]Process payload – surface
Process payload surface syntax shall be as specified in Table 13.
[bookmark: _Ref30933204][bookmark: _Toc34082170]Table 13 — Process payload – surface
	Syntax
	Descriptor

	process_surface(surface) {
	

		if (compression_type_size_per_tile == 0) {
	

			if (surface.entropy_enabled_flag) {
	

				if (surface.rle_only_flag) {
	

					surface.size
	mb

					surface.data
	surface.size

				} else {
	

					reserved_zeros_3bit
	u(3)

					surface.prefix_last_symbol_bit_offset
	u(5)

					surface.size
	mb

					surface.data
	surface.size

				}
	

			}
	

		} else {
	

			if (surface.entropy_enabled_flag) {
	

				surface.data
	surface.size

			}
	

		}
	

	}
	


[bookmark: _Toc21553944][bookmark: _Toc21666978][bookmark: _Toc21553945][bookmark: _Toc21666979][bookmark: _Toc4633560][bookmark: _Toc4690130][bookmark: _Ref5120928][bookmark: _Toc13780423][bookmark: _Toc34081925]Process payload – additional info
Process payload additional info syntax shall be as specified in Table 14.
[bookmark: _Ref30933774][bookmark: _Toc34082171]Table 14 — Process payload – additional info
	Syntax
	Descriptor

	additional_info(payload_size) {
	

		additional_info_type
	u(8)

		if (additional_info_type == 0) {
	

			payload_type
	u(8)

			sei_payload(payload_type, payload_size − 2)
	

		} else if (additional_info_type == 1)
	

			vui_parameters (payload_size − 1) 
	

		else // (additional_info_type >= 2)
	

			// reserved for future use
	

	}
	


[bookmark: _Toc21553948][bookmark: _Toc21666982][bookmark: _Toc4633562][bookmark: _Toc4690132][bookmark: _Toc13780425][bookmark: _Toc34081926]Process payload – filler
Process payload filler syntax shall be as specified in Table 15.
[bookmark: _Ref30933863][bookmark: _Toc34082172]Table 15 — Process payload – filler
	Syntax
	Descriptor

	process_payload_filler(payload_size) {
	

		for(x = 0; x < payload_size; x++) {
	

			filler_byte // equal to 0xAA
	u(8)

		}
	

	}
	


[bookmark: _Toc21553950][bookmark: _Toc21666984][bookmark: _Toc21553952][bookmark: _Toc21666986][bookmark: _Toc34081927][bookmark: _Toc311216750][bookmark: _Toc317198719][bookmark: _Ref398986108][bookmark: _Toc415475829][bookmark: _Toc423599104][bookmark: _Toc423601608][bookmark: _Ref397950527][bookmark: _Toc415475851][bookmark: _Toc423599126][bookmark: _Toc423601630][bookmark: _Toc501130168][bookmark: _Toc510795091][bookmark: _Toc4633564][bookmark: _Toc4690134][bookmark: _Toc13780427]Byte alignment syntax
Byte alignment syntax shall be as specified in Table 16.
[bookmark: _Ref30934085][bookmark: _Toc34082173]Table 16 — Byte alignment syntax
	Syntax
	Descriptor

	byte_alignment( ) {
	

		alignment_bit_equal_to_one /* equal to 1 */
	f(1)

		while(!byte_aligned( ))
	

			alignment_bit_equal_to_zero /* equal to 0 */
	f(1)

	}
	


[bookmark: _Toc34081928]Semantics
[bookmark: _Toc415475852][bookmark: _Toc423599127][bookmark: _Toc423601631][bookmark: _Toc501130169][bookmark: _Toc510795092][bookmark: _Toc4633565][bookmark: _Toc4690135][bookmark: _Toc13780428][bookmark: _Toc34081929]General
Semantics associated with the syntax structures and with the syntax elements within these structures are specified in this clause. When the semantics of a syntax element are specified using a table or a set of tables, any values that are not specified in the table(s) shall not be present in the bitstream unless otherwise specified in this document.
[bookmark: _Toc34081930]NAL unit semantics
General NAL unit semantics
NumBytesInNalUnit specifies the size of the NAL unit in bytes. This value is required for decoding of the NAL unit. Some form of demarcation of NAL unit boundaries is necessary to enable inference of NumBytesInNalUnit. One such demarcation method is specified in Annex B for the byte stream format. Other methods of demarcation may be specified outside of this Specification.
rbsp_byte[i] is the i-th byte of an RBSP. An RBSP is specified as an ordered sequence of bytes as follows:
The RBSP contains a SODB as follows:
If the SODB is empty (i.e., zero bits in length), the RBSP is also empty.
Otherwise, the RBSP contains the SODB as follows:
The first byte of the RBSP contains the (most significant, left-most) eight bits of the SODB; the next byte of the RBSP contains the next eight bits of the SODB, etc., until fewer than eight bits of the SODB remain.
rbsp_trailing_bits( ) are present after the SODB as follows:
The first (most significant, left-most) bits of the final RBSP byte contains the remaining bits of the SODB (if any).
The next bit consists of a single rbsp_stop_one_bit equal to 1.
When the rbsp_stop_one_bit is not the last bit of a byte-aligned byte, one or more rbsp_alignment_zero_bit is present to result in byte alignment.
Syntax structures having these RBSP properties are denoted in the syntax tables using an “_rbsp” suffix. These structures are carried within NAL units as the content of the rbsp_byte[i] data bytes. The association of the RBSP syntax structures to the NAL units is as specified in Table 17.
NOTE	When the boundaries of the RBSP are known, the decoder can extract the SODB from the RBSP by concatenating the bits of the bytes of the RBSP and discarding the rbsp_stop_one_bit, which is the last (least significant, right-most) bit equal to 1, and discarding any following (less significant, farther to the right) bits that follow it, which are equal to 0. The data necessary for the decoding process is contained in the SODB part of the RBSP.
emulation_prevention_three_byte is a byte equal to 0x03. When an emulation_prevention_three_byte is present in the NAL unit, it shall be discarded by the decoding process.
The last byte of the NAL unit shall not be equal to 0x00.
Within the NAL unit, the following three-byte sequences shall not occur at any byte-aligned position:
0x000000
0x000001
0x000002
Within the NAL unit, any four-byte sequence that starts with 0x000003 other than the following sequences shall not occur at any byte-aligned position:
0x00000300
0x00000301
0x00000302
0x00000303
[bookmark: _Ref33985019]NAL unit header semantics
forbidden_zero_bit shall be equal to 0.
forbidden_one_bit shall be equal to 1.
nal_unit_type specifies the type of RBSP data structure contained in the NAL unit as specified in Table 17.
NAL units that have nal_unit_type in the range of UNSPEC0…UNSPEC27, inclusive, and UNSPEC31 for which semantics are not specified, shall not affect the decoding process specified in this specification.
reserved_flag shall be equal to the bit sequence 111111111.
[bookmark: _Ref30934737][bookmark: _Toc34082174]Table 17 — NAL unit type codes and NAL unit type classes
	nal_unit_type 
	Name of nal_unit_type 
	Content of NAL unit and RBSP syntax structure 
	NAL unit type class 

	0...27
	UNSPEC0…UNSPEC27
	unspecified
	Non-VCL

	28
	LCEVC_LEVEL
	segment of a Low Complexity Enhancement Level
	VCL/Non-VCL

	29-30
	RSV_LEVEL
	reserved 
	Non-VCL

	31
	UNSPEC31
	unspecified
	Non-VCL


NOTE 1	NAL unit types in the range of UNSPEC0…UNSPEC27 and UNSPEC31 may be used as determined by the application. No decoding process for these values of nal_unit_type is specified in this Specification. Since different applications might use these NAL unit types for different purposes, particular care must be exercised in the design of encoders that generate NAL units with these nal_unit_type values, and in the design of decoders that interpret the content of NAL units with these nal_unit_type values.
For purposes other than determining the amount of data in the decoding units of the bitstream (as specified in Annex C), decoders shall ignore (remove from the bitstream and discard) the contents of all NAL units that use reserved values of nal_unit_type.
NOTE 2	This requirement allows future definition of compatible extensions to this Specification.
[bookmark: _Toc20134268][bookmark: _Ref29357062][bookmark: _Ref29357065][bookmark: _Toc77680400][bookmark: _Toc118289047][bookmark: _Ref168820094][bookmark: _Ref220341643][bookmark: _Toc226456554][bookmark: _Toc248045246][bookmark: _Toc287363773][bookmark: _Toc311216920][bookmark: _Toc317198741][bookmark: _Toc415475853][bookmark: _Toc423599128][bookmark: _Toc423601632][bookmark: _Toc501130170][bookmark: _Toc510795093][bookmark: _Toc4633566][bookmark: _Toc4690136][bookmark: _Toc13780429]Data block unit general semantics
payload_size_type specifies the size of the payload, and it shall take a value between 0 and 7, as specified by Table 18.
[bookmark: _Ref30935188][bookmark: _Toc34082175]Table 18 — Payload sizes
	payload_size_type
	Size (bytes)

	0
	0

	1
	1

	2
	2

	3
	3

	4
	4

	5
	5

	6
	Reserved

	7
	Custom


payload_type specifies the type of the payload used, and it shall take a value between 0 and 31, as specified by Table 19.
[bookmark: _Ref30935338][bookmark: _Toc34082176]Table 19 — Content of payload and minimum frequency of appearance of such content within a bitstream
	payload_type
	Content of payload
	Minimum frequency

	0
	process_payload_sequence_config( )
	at least once

	1
	process_payload_global_config( )
	at least every IDR

	2
	process_payload_picture_config( )
	picture

	3
	process_payload_encoded_data( )
	picture

	4
	process_payload_encoded_data_tiled( )
	picture

	5
	process_payload_additional_info( )
	picture

	6
	process_payload_filler( )
	picture

	7-30
	Reserved
	

	31
	Custom
	


[bookmark: _Toc33217473][bookmark: _Toc33435052][bookmark: _Toc33437877][bookmark: _Toc33443815][bookmark: _Toc33466079][bookmark: _Toc33466764][bookmark: _Toc33537799][bookmark: _Toc33538076][bookmark: _Toc33561931][bookmark: _Toc33648528][bookmark: _Toc33648809][bookmark: _Toc33650517][bookmark: _Toc33650801][bookmark: _Toc33703819][bookmark: _Toc33708068][bookmark: _Toc33708607][bookmark: _Toc33709474][bookmark: _Toc33710040][bookmark: _Toc33712676][bookmark: _Toc33713068][bookmark: _Toc33718334][bookmark: _Toc33719924][bookmark: _Toc33720689][bookmark: _Toc33722905][bookmark: _Toc33725242][bookmark: _Toc33730359][bookmark: _Toc21553956][bookmark: _Toc21666990][bookmark: _Toc13780430][bookmark: _Toc34081931]Data block unit configuration semantics
[bookmark: _Ref33077582]Data block semantics
The following describes the semantics for each of the data block units.
[bookmark: _Toc33014978][bookmark: _Ref5887718][bookmark: _Ref31373234]Data block unit sequence configuration semantics
The following describes the semantics for each of the data block units.
profile_idc indicates a profile as specified in Annex A. Bitstreams shall not contain values of profile_idc other than those specified in Annex A. Other values of profile_idc are reserved for future use by ITU-T | ISO/IEC
level_idc indicates a level as specified in Annex A. Bitstreams shall not contain values of level_idc other than those specified in Annex A. Other values of level_idc are reserved for future use by ITU‑T | ISO/IEC.
sublevel_idc indicates a sublevel as specified in Annex A.
conformance_window_flag equal to 1 indicates that the conformance cropping window offset parameters are present in the sequence configuration data block. conformance_window_flag equal to 0 indicates that the conformance cropping window offset parameters are not present.
extended_profile_idc indicates an extended profile as specified in Annex A. Bitstreams shall not contain values of extended profile_idc other than those specified in Annex A. Other values of extended_profile_idc are reserved for future use by ITU-T | ISO/IEC
extended_level_idc indicates an extended level as specified in Annex A. Bitstreams shall not contain values of extended_level_idc other than those specified in Annex A. Other values of extended_level_idc are reserved for future use by ITU-T | ISO/IEC.
conf_win_left_offset, conf_win_right_offset, conf_win_top_offset and conf_win_bottom_offset specify the samples of the pictures in the CVS that are output from the decoding process, in terms of a rectangular region specified in picture coordinates for output. When conformance_window_flag is equal to 0, the values of conf_win_left_offset, conf_win_right_offset, conf_win_top_offset and conf_win_bottom_offset are inferred to be equal to 0.
The conformance cropping window contains the luma samples with horizontal picture coordinates from SubWidthC * conf_win_left_offset to width − (SubWidthC * conf_win_right_offset + 1) and vertical picture coordinates from SubHeightC * conf_win_top_offset to height − (SubHeightC * conf_win_bottom_offset + 1), inclusive.
The value of SubWidthC * (conf_win_left_offset + conf_win_right_offset) shall be less than width, and the value of SubHeightC * (conf_win_top_offset + conf_win_bottom_offset) shall be less than height.
The corresponding specified samples of the two chroma arrays are the samples having picture coordinates (x / SubWidthC, y / SubHeightC), where (x, y) are the picture coordinates of the specified luma samples.
NOTE	The conformance cropping window offset parameters are only applied at the output. All internal decoding processes are applied to the uncropped picture size.
[bookmark: _Ref33771776]Data block unit global configuration semantics
processed_planes_type_flag specifies the plane to be processed by the decoder. It shall be equal to 0 or 1. If equal to 0, only the Luma (Y) plane shall be processed. If equal to 1, all planes (Luma and two chroma) shall be processed. If processed_planes_type_flag is equal to 0 nPlanes shall be equal to 1 and if processed_planes_type_flag is equal to 1 nPlanes shall be equal to 3.
resolution_type specifies the resolution of the Luma (Y) plane of the enhanced decoded picture, and it shall take a value between 0 and 63, as specified by Table 20. The value of the type is expressed as NxM, where N is the width of the Luma (Y) plane of the enhanced decoded picture and M is height of the Luma (Y) plane of the enhanced decoded picture.
[bookmark: _Ref30935775][bookmark: _Toc34082177]Table 20 — Resolution of the decoded picture
	resolution_type
	Value of type

	0
	unused /* Escape code prevention */

	1
	360x200

	2
	400x240

	3
	480x320

	4
	640x360

	5
	640x480

	6
	768x480

	7
	800x600

	8
	852x480

	9
	854x480

	10
	856x480

	11
	960x540

	12
	960x640

	13
	1024x576

	14
	1024x600

	15
	1024x768

	16
	1152x864

	17
	1280x720

	18
	1280x800

	19
	1280x1024

	20
	1360x768

	21
	1366x768

	22
	1400x1050

	23
	1440x900

	24
	1600x1200

	25
	1680x1050

	26
	1920x1080

	27
	1920x1200

	28
	2048x1080

	29
	2048x1152

	30
	2048x1536

	31
	2160x1440

	32
	2560x1440

	33
	2560x1600

	34
	2560x2048

	35
	3200x1800

	36
	3200x2048

	37
	3200x2400

	38
	3440x1440

	39
	3840x1600

	40
	3840x2160

	41
	3840x2400

	42
	4096x2160

	43
	4096x3072

	44
	5120x2880

	45
	5120x3200

	46
	5120x4096

	47
	6400x4096

	48
	6400x4800

	49
	7680x4320

	50
	7680x4800

	51-62
	Reserved

	63
	Custom


chroma_sampling_type defines the colour format for the enhanced decoded picture (see Section 6.2) in accordance with Table 21.
[bookmark: _Ref30935940][bookmark: _Toc34082178]Table 21 — Colour format for the decoded picture
	chroma_sampling_type
	Value of type

	0
	Monochrome

	1
	4:2:0

	2
	4:2:2

	3
	4:4:4


transform_type defines the type of transform to be used in accordance with Table 22. If transform_type is equal to 0 nLayers shall be equal to 4 and if transform_type is equal to 1 nLayers shall be equal to 16.
[bookmark: _Ref30937420][bookmark: _Toc34082179]Table 22 — Transform used for decoding
	transform_type
	Value of type

	0
	2x2 directional decomposition transform

	1
	4x4 directional decomposition transform


base_depth_type defines the bit depth of the decoded base picture in accordance with Table 23.
[bookmark: _Ref30937558][bookmark: _Toc34082180]Table 23 — Bit depth of the decoded base picture
	base_depth_type
	Value of type

	0
	8

	1
	10

	2
	12

	3
	14


enhancement_depth_type defines the bit depth of the enhanced decoded picture in accordance with Table 24.
[bookmark: _Ref30937705][bookmark: _Toc34082181]Table 24 — Bit depth of the decoded picture
	enhancement_depth_type
	Value of type

	0
	8

	1
	10

	2
	12

	3
	14


temporal_step_width_modifier_signalled_flag specifies if the value of the temporal_step_width_modifier parameter is signalled. It shall be equal to 0 or 1. If equal to 0, the temporal_step_width_modifier parameter is not signalled.
predicted_residual_mode_flag specifies whether the decoder should activate the predicted residual process during the decoding process. If the value is 0, the predicted residual process shall be disabled.
temporal_tile_intra_signalling_enabled_flag specifies whether temporal tile prediction should be used when decoding a 32x32 tile. If the value is 1, the temporal tile prediction process shall be enabled.
upsample_type specifies the type of upsampler to be used in the decoding process in accordance with Table 25.
[bookmark: _Ref30938569][bookmark: _Toc34082182]Table 25 — Upsampler type
	upsample_type
	Value of type

	0
	Nearest

	1
	Linear

	2
	Cubic

	3
	Modified Cubic 

	4-6
	Reserved

	7
	Custom


level_1_filtering_signalled specifies whether deblocking filter should use the signalled parameters instead of default parameters. If equal to 1, the values of the deblocking coefficients are signalled.
temporal_step_width_modifier specifies the value used to calculate a variable step width modifier for transforms that use temporal prediction. If temporal_step_width_modifier_signalled_flag is equal to 0, temporal_step_width_modifier is set to 48.
level_1_filtering_first_coefficient specifies the value of the first coefficient in the deblocking mask namely 4x4 block corner residual weight. The value of the first coefficient shall be between 0 and 15. 
level_1_filtering_second_coefficient specifies the value of the second coefficient in the deblocking mask namely 4x4 block side residual weight. The value of the second coefficient shall be between 0 and 15.
scaling_mode_level1 specifies whether and how the upsampling process should be performed between decoded base picture and preliminary intermediate picture in accordance with Table 26. The preliminary intermediate picture corresponds to the output of process of 8.8.1.1.
[bookmark: _Ref30938666][bookmark: _Toc34082183]Table 26 — Scaling mode level1 values
	scaling_mode_level1
	Value of type

	0
	no scaling

	1
	one-dimensional 2:1 scaling only across the horizontal dimension

	2
	two-dimensional 2:1 scaling across both dimensions

	3
	Reserved


scaling_mode_level2 specifies whether and how the upsampling process should be performed between combined intermediate picture and preliminary output picture in accordance with Table 27. The combined intermediate picture corresponds to the output of process 8.9.1. The preliminary output picture corresponds to the output of process 8.8.1.2. Scaling mode level2values are specified in Table 27.
[bookmark: _Ref30938767][bookmark: _Toc34082184]Table 27 — Scaling mode level2values
	scaling_mode_level2
	Value of type

	0
	no scaling

	1
	one-dimensional 2:1 scaling only across the horizontal dimension

	2
	two-dimensional 2:1 scaling across both dimensions

	3
	Reserved


user_data_enabled specifies whether user data are included in the bitstream and the size of the user data, as specified in Table 28.
[bookmark: _Ref33788088][bookmark: _Toc34082185]Table 28 — User data
	user_data_enabled
	Value of type

	0
	disabled

	1
	enabled 2-bits

	2
	enabled 6-bits

	3
	reserved


level1_depth_flag specifies whether level1 is processed using the base depth type or the enhancement depth type. If the value of the flag is 0, level1 sub-layer shall be processed using the base depth type. If the value of the flag is 1, level 1 sub-layer shall be processed using the enhancement depth type.
tile_dimensions_type specifies the resolution of the picture tiles, and it shall take a value between 0 and 3 according to Table 29. The value of the type is expressed as NxM, where N is the width of the picture tile and M is height of the picture tile.
[bookmark: _Ref30938936][bookmark: _Toc34082186]Table 29 — Resolution of the decoded picture tiles
	tile_dimensions_type
	Value of type

	0
	no tiling 

	1
	512x256

	2
	1024x512

	3
	Custom


custom_tile_width specifies a custom width for the tile.
custom_tile_height specifies a custom height for the tile.
compression_type_entropy_enabled_per_tile_flag specifies the compression method used to encode the entropy_enabled_flag field of each picture tile, and it shall take a value between 0 and 1 according to Table 30.
[bookmark: _Ref30939004][bookmark: _Toc34082187]Table 30 — Compression method for entropy_enabled_flag of each picture tile
	compression_type_entropy_enabled_per_tile_flag
	Value of type

	0
	No compression used

	1
	Run length encoding


compression_type_size_per_tile specifies the compression method used to encode the size field of each picture tile, and it shall take a value between 0 and 3 according to Table 31.
[bookmark: _Ref30979594][bookmark: _Ref30979588][bookmark: _Toc34082188]Table 31 — Compression method for size of each picture tile
	compression_type_size_per_tile
	Value of type

	0
	No compression used 

	1
	Prefix Coding encoding

	2
	Prefix Coding encoding on differences

	3
	Reserved


custom_resolution_width specifies the width of a custom resolution.
custom_resolution_height specifies the height of a custom resolution.
[bookmark: _Ref5188680]Data block unit picture configuration semantics
no_enhancement_bit_flag specifies that there are no enhancement data for all layerIdx < nLayers in the picture.
quant_matrix_mode specifies which quantization matrix to be used in the decoding process in accordance with Table 32. When quant_matrix_mode is not present, it is inferred to be equal to 0.
[bookmark: _Ref30939428][bookmark: _Toc34082189]Table 32 — Quantization matrix
	[bookmark: _Hlk22072399]quant_matrix_mode
	Value of type

	0
	each enhancement sub-layer uses the matrices used for the previous frame, unless the current picture is an IDR picture, in which case both enhancement sub-layers use default matrices

	1
	both enhancement sub-layers use default matrices

	2
	one matrix of modifiers is signalled and should be used on both residual plane

	3
	one matrix of modifiers is signalled and should be used on enhancement sub-layer 2 residual plane

	4
	one matrix of modifiers is signalled and should be used on enhancement sub-layer 1 residual plane

	5
	two matrices of modifiers are signalled – the first one for enhancement sub-layer 2 residual plane, the second for enhancement sub-layer 1 residual plane

	6-7
	Reserved


dequant_offset_signalled_flag specifies if the offset method and the value of the offset parameter to be applied when dequantizing is signalled. If equal to 1, the method for dequantization offset and the value of the dequantization offset parameter are signalled. When dequant_offset_signalled_flag is not present, it is inferred to be equal to 0.
picture_type_bit_flag specifies whether the encoded data are sent on a frame basis (e.g., progressive mode or interlaced mode) or on a field basis (e.g., interlaced mode) in accordance with Table 33.
[bookmark: _Ref30939551][bookmark: _Toc34082190]Table 33 — Picture type
	picture_type_bit_flag
	Value of type

	0
	Frame

	1
	Field


field_type_bit_flag specifies, if picture_type is equal to 1, whether the data sent are for top or bottom field in accordance with Table 34.
[bookmark: _Ref30939626][bookmark: _Toc34082191]Table 34 — Field type
	field_type_bit_flag
	Value of type

	0
	Top

	1
	Bottom


temporal_refresh_bit_flag specifies whether the temporal buffer should be refreshed for the picture. If equal to 1, the temporal buffer should be refreshed.
temporal_signalling_present_flag specifies whether the temporal signalling coefficient group is present in the bitstream. When temporal_signalling_present_flag is not present, it is inferred to be equal to 1 if temporal_enabled_flag is equal to 1 and temporal_refresh_bit_flag is equal to 0, otherwise it is inferred to be equal to 0.
step_width_level2 specifies the value of the stepwidth value to be used when decoding the encoded residuals in enhancement sub-layer 2.
step_width_level1_enabled_flag specifies whether the value of the stepwidth to be used when decoding the encoded residuals in the enhancement sub-layer 1 is a default value or is signalled. It shall be either 0 (default value) or 1 (value signalled by step_width_level1). The default value is 32,767. When step_width_level1_enabled_flag is not present, it is inferred to be equal to 0.
dithering_control_flag specifies whether dithering should be applied. It shall be either 0 (dithering disabled) or 1 (dithering enabled). When dithering_control_flag is not present, it is inferred to be equal to 0.
step_width_level1 specifies the value of the stepwidth value to be used when decoding the encoded residuals in enhancement sub-layer 1.
level1_filtering_enabled_flag specifies whether the level1 deblocking filter should be used. It shall be either 0 (filtering disabled) or 1 (filtering enabled). When level1_filtering_enabled_flag is not present, it is inferred to be equal to 0.
qm_coefficient_0[layerIdx] specifies the values of the quantization matrix scaling parameter when quant_matrix_mode is equal to 2, 3 or 5.
qm_coefficient_1[layerIdx] specifies the values of the quantization matrix scaling parameter for when quant_matrix_mode is equal to 4 or 5.
dequant_offset_mode_flag specifies the method for applying dequantization offset. If equal to 0, the default method applies, using the signaled dequant_offset as parameter. If equal to 1, the constant-offset method applies, using the signaled dequant_offset parameter.
dequant_offset specifies the value of the dequantization offset parameter to be applied. The value of the dequantization offset parameter shall be between 0 and 127, inclusive.
dithering_type specifies what type of dithering is applied to the final reconstructed picture according to Table 35.
[bookmark: _Ref30940043][bookmark: _Toc34082192]Table 35 — Dithering
	dithering_type
	Value of type

	0
	None

	1
	Uniform

	2-3
	Reserved


[bookmark: _Hlk33048455]dithering_strength specifies a value between 0 and 31.
Data block unit encoded data semantics
surfaces[planeIdx][levelIdx][layerIdx].entropy_enabled_flag indicates whether there are encoded data in surfaces[planeIdx][levelIdx][layerIdx].
surfaces[planeIdx][levelIdx][layerIdx].rle_only_flag indicates whether the data in surfaces[planeIdx][levelIdx][layerIdx].are encoded using only RLE or using RLE and Prefix Coding.
temporal_surfaces[planeIdx].entropy_enabled_flag indicates whether there are encoded data in temporal_surfaces[planeIdx].
temporal_surfaces[planeIdx].rle_only_flag indicates whether the data in temporal_surfaces[planeIdx] are encoded using only RLE or using RLE and Prefix Coding.
Data block unit encoded tiled data semantics
surfaces[planeIdx][levelIdx][layerIdx].rle_only_flag indicates whether the data in surfaces[planeIdx][levelIdx][layerIdx] are encoded using only RLE or using RLE and Prefix Coding.
surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].entropy_enabled_flag indicates whether there are encoded data in surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx]. 
temporal_surfaces[planeIdx].rle_only_flag indicates whether the data in temporal_surfaces[planeIdx] are encoded using only RLE or using RLE and Prefix Coding.
temporal_surfaces[planeIdx].tiles[tileIdx].entropy_enabled_flag indicates whether there are encoded data in temporal_surfaces[planeIdx].tiles[tileIdx].
entropy_enabled_per_tile_compressed_data_rle contains the RLE-encoded signalling for each picture tile and shall be decoded based on subclause 9.3.5.
compressed_size_per_tile_prefix specifies the compressed size of the encoded data for each picture tile, and shall be decoded based on subclause 9.2.3.
compressed_prefix_last_symbol_bit_offset_per_tile_prefix specifies the last symbol bit offset of the Prefix Coding encoded data, and shall be decoded based on subclause 9.2.4.
Data block unit surface semantics
surface.size specifies the size of the entropy encoded data (see subclause 9.1).
surface.data contains the entropy encoded data (see subclause 9.1).
surface.prefix_last_symbol_bit_offset specifies the last symbol bit offset of the Prefix Coding encoded data (see subclause 9.2)
Data block unit additional info semantics
[bookmark: _Toc31031200][bookmark: _Toc31054710][bookmark: _Toc31142285][bookmark: _Toc31142538][bookmark: _Toc31142895][bookmark: _Toc31146355][bookmark: _Toc31203018][bookmark: _Toc31239139][bookmark: _Toc31321835][bookmark: _Toc31376822][bookmark: _Toc31378583][bookmark: _Toc31378742][bookmark: _Toc31381292][bookmark: _Toc31381451][bookmark: _Toc31381611][bookmark: _Toc31381770][bookmark: _Toc31381929][bookmark: _Toc31382088][bookmark: _Toc31382343][bookmark: _Toc31384983][bookmark: _Ref5890316][bookmark: _Ref5890361][bookmark: _Toc13780431]additional_info_type contains additional information in the form of either SEI messages (see Annex D) or VUI messages (see Annex E).
payload_type specifies the payload type of an SEI message (see Annex D).
Data block unit filler semantics
[bookmark: _Toc31031202][bookmark: _Toc31054712][bookmark: _Toc31142287][bookmark: _Toc31142540][bookmark: _Toc31142897][bookmark: _Toc31146357][bookmark: _Toc31203020][bookmark: _Toc31239141][bookmark: _Toc31321837][bookmark: _Toc31376824][bookmark: _Toc31378585][bookmark: _Toc31378744][bookmark: _Toc31381294][bookmark: _Toc31381453][bookmark: _Toc31381613][bookmark: _Toc31381772][bookmark: _Toc31381931][bookmark: _Toc31382090][bookmark: _Toc31382345][bookmark: _Toc31384985]filler byte shall be a byte equal to 0xAA.
[bookmark: _Toc4633572][bookmark: _Toc4690140][bookmark: _Toc34081932]Decoding process
[bookmark: _Toc4633573][bookmark: _Toc4690141][bookmark: _Toc34081933]General decoding process
The input to this process is a LCEVC bitstream that contains an enhancement layer consisting of up to two sub-layers.
The outputs of this process are:
the enhancement residuals planes (sub-layer 1 residual planes) to be added to the preliminary pictures 1, obtained from the base decoder reconstructed pictures; and 
the enhancement residuals planes (sub-layer 2 residual planes) to be added to the preliminary output pictures resulting from upscaling and modifying via predicted residuals the combination of the preliminary pictures 1 and the sub-layer 1 residual planes.
The decoding process operates on data blocks and it is described as follows:
The decoding of Payload data block units is specified in clause 8.2.
The decoding process for the picture is specified in clause 8.3 using syntax elements in clause 7.
The decoding process for temporal prediction is specified in clause 8.4.
[bookmark: _Ref5434907]The decoding process for the dequantization process is specified in clause 8.5.
The decoding process for the transform is specified in clause 8.6.
The decoding process for the upscaler is specified in clause 8.7.
The decoding process for the predicted residual is specified in clause 8.7.4.
The decoding process for the residual reconstruction is specified in clause 8.8.
The decoding process for the L-1 filter is specified in clause 8.9.
The decoding process for the base encoding data extraction is specified in clause 8.10.
The decoding process for the dithering filter is specified in clause 8.11.
[bookmark: _Ref33704051][bookmark: _Toc34081934]Payload data block unit process
Input to this process is the enhancement layer bitstream. The enhancement layer bitstream is encapsulated in NAL units specified in subclause 7.2.1. A NAL unit is used to synchronize the enhancement layer information with the base layer decoded information.
The bitstream is organized in NAL units, with each NAL unit including one or more data blocks. For each data block, the process_block( ) syntax structure (subclause 7.2.3) is used to parse a block header (and only the block header) and invokes the relevant process_block_( ) syntax element based upon the information in the block header. A NAL unit which include encoded data comprises at least two data blocks, a picture configuration data block and an encoded (tiled) data block. The possible different data blocks are indicated in Table 19.
A sequence configuration data block shall occur at least once at the beginning of the bitstream. A global configuration data block shall occur at least for every IDR picture. Every encoded (tiled) data block shall be preceded by a picture configuration data block. When present in a NAL unit, a global configuration data block shall be the first data block in the NAL unit.
[bookmark: _Toc31376829][bookmark: _Toc31378590][bookmark: _Toc31378749][bookmark: _Toc31381299][bookmark: _Toc31381458][bookmark: _Toc31381618][bookmark: _Toc31381777][bookmark: _Toc31381936][bookmark: _Toc31382095][bookmark: _Toc31382350][bookmark: _Toc31384990][bookmark: _Toc4633574][bookmark: _Toc31054718][bookmark: _Toc31142293][bookmark: _Toc31142546][bookmark: _Toc31142903][bookmark: _Toc31146363][bookmark: _Toc31203026][bookmark: _Toc31239147][bookmark: _Toc31321843][bookmark: _Toc31376831][bookmark: _Toc31378592][bookmark: _Toc31378751][bookmark: _Toc31381301][bookmark: _Toc31381460][bookmark: _Toc31381620][bookmark: _Toc31381779][bookmark: _Toc31381938][bookmark: _Toc31382097][bookmark: _Toc31382352][bookmark: _Toc31384992][bookmark: _Ref5791870][bookmark: _Toc34081935][bookmark: _Ref520978927][bookmark: _Toc4633576][bookmark: _Toc4690144]Picture enhancement decoding process
[bookmark: _Toc34081936]General enhancement decoding process
Input of this process is the portion of the bitstream following the headers decoding process described in subclause 7.3.3. Outputs are the entropy encoded transform coefficients belonging to the picture enhancement being decoded. Every encoded picture is preceded by the picture configuration payload described in subclause 7.3.6 and 7.4.3.4.
[bookmark: _Toc33537842][bookmark: _Toc33538119][bookmark: _Toc33561974][bookmark: _Toc33648571][bookmark: _Toc33648852][bookmark: _Toc33650561][bookmark: _Toc33650845][bookmark: _Toc33703862][bookmark: _Toc33708111][bookmark: _Toc33708650][bookmark: _Toc33709517][bookmark: _Toc33710083][bookmark: _Toc33712719][bookmark: _Toc33713111][bookmark: _Toc33718377][bookmark: _Toc33719967][bookmark: _Toc33720732][bookmark: _Toc33722948][bookmark: _Toc33725285][bookmark: _Toc33730402][bookmark: _Toc16578981][bookmark: _Ref19428535][bookmark: _Ref19429280][bookmark: _Ref19429573][bookmark: _Ref19431437][bookmark: _Toc20134301][bookmark: _Ref22887934][bookmark: _Ref26333761][bookmark: _Ref30320332][bookmark: _Ref31113220][bookmark: _Ref33085279][bookmark: _Ref33085282][bookmark: _Ref36860709][bookmark: _Ref59275470][bookmark: _Ref59277655][bookmark: _Toc77680438][bookmark: _Toc118289076][bookmark: _Ref171078802][bookmark: _Ref211401367][bookmark: _Ref220342402][bookmark: _Toc226456599][bookmark: _Toc248045275][bookmark: _Toc287363799][bookmark: _Toc311217230][bookmark: _Toc317198783][bookmark: _Ref330966619][bookmark: _Ref398992035][bookmark: _Ref398993007][bookmark: _Ref399007491][bookmark: _Toc415475899][bookmark: _Toc423599174][bookmark: _Toc423601678][bookmark: _Toc501130185][bookmark: _Toc503777889][bookmark: _Ref520978954][bookmark: _Toc4633578][bookmark: _Toc4690146][bookmark: _Ref5436081][bookmark: _Ref5792630][bookmark: _Toc34081937]Decoding process for picture enhancement encoded data (payload_encoded_data)
Syntax of this process is described in subclause 7.3.7. Inputs to this process are:
A variable nPlanes containing the number of plane (subclause 7.4.3.2 depending on the value of the variable processed_planes_type_flag),
A variable nLayers (subclause 7.4.3.2 depending on the value of transform_type),
A constant nLevel equal to 2, since 2 enhancement sub-layers are processed.
Output of this process is the (nPlanes)x(nLevels)x(nLayers) array surfaces with elements surfaces[nPlanes][nLevels][nLayers] and, if temporal_signalling_present_flag is equal to 1, an additional temporal surface of a size nPlanes with elements temporal_surface[nPlanes].
variable nPlanes is derived as follows:
		if (processed_planes_type_flag == 0)
			nPlanes = 1
		else
			nPlanes = 3
variable nLayers is derived as follows:
		if (transform_type == 0)
			nLayers = 4
		else
			nLayers = 16
The encoded data is organized in chunks. The total number of chunks is calculated as follows:
total_chunk_count = nPlanes * nLevels * nLayers * (no_enhancement_bit_flag == 0) + nPlanes * (temporal_signalling_present_flag == 1) 	(12)
Coefficient Group-1 data (0)
Coefficient Group-1 data (nLayers-1)
Plane Y
Coefficient Group-2 data (0)
Coefficient Group-2 data (nLayers-1)
….
Plane V
total_chunk_count
……………
……………
nPlanes 
nLayers  
nLayers
Chunks
……………
nLevels  

[bookmark: _Ref31010988][bookmark: _Toc30979043][bookmark: _Toc34082084]Figure 4 — Encoded enhancement picture data chunk structure
The enhancement picture data chunks are hierarchically organized as shown in Figure 4. For each plane, up to 2 enhancement sub-layers are extracted. For each enhancement sub-layer, up to 16 coefficient groups of transform coefficients can be extracted. Additionally, if temporal_signalling_present_flag is equal to 1, an additional chunk with temporal data for enhancement sub-layer 2 is extracted.
The variable levelIdx 1 refers to enhancement sub-layer 1 and levelIdx 2 refers to enhancement sub-layer 2.
The decoding process shall be the following:
1. For each chunk 2 bits at time shall be read.
1. surfaces[planeIdx][levelIdx][layerIdx].entropy_enabled_flag, surfaces[planeIdx][levelIdx][layerIdx].rle_only_flag, temporal_surfaces[planeIdx].entropy_enabled_flag and temporal_surfaces[planeIdx].rle_only_flag are derived as follows:
		shift_size = −1
		for (planeIdx = 0; planeIdx < nPlanes; ++planeIdx) {
			if (no_enhancement_bit_flag == 0) {
				for (levelIdx = 1; levelIdx <= nLevels; ++levelIdx) {	
					for (layerIdx = 0; layer < nLayers; ++layerIdx) {
						if (shift_size < 0) {
							data = read_byte(bitstream)
							shift_size = 8 – 1
						}
						surfaces [planeIdx][levelIdx][layerIdx].entropy_enabled_flag = ((data >> shift_size) & 0x1)
						surfaces [planeIdx][levelIdx][layerIdx].rle_only_flag = ((data >> (shift_size − 1)) & 0x1)
						shift_size −= 2
					}
				}
			} else {
				for (layerIdx = 0; layer < nLayers; ++layerIdx)
					surfaces [planeIdx][levelIdx][layerIdx].entropy_enabled_flag = 0
			}
			if (temporal_signalling_present_flag == 1) {
				if (shift_size < 0) {
					data = read_byte(bitstream)
					shift_size = 8 – 1
				}
				temporal_surfaces[planeIdx].entropy_enabled_flag = ((data >> shift_size) & 0x1)
				temporal_surfaces[planeIdx].rle_only_flag = ((data >> (shift_size − 1)) & 0x1)
				shift_size −= 2
			}
		}
According to the values of the entropy_enabled_flag and rle_only_flag fields the content for the surfaces[planeIdx][levelIdx][layerIdx].data indicating the beginning of the RLE only or Prefix Coding and RLE encoded transform coefficients related to the specific chunk of data and if temporal_signalling present_flag is equal to 1, according to the values of the entropy_enabled_flag and rle_only_flag fields the content for the temporal_surfaces[planeIdx].data indicating the beginning of the RLE only or Prefix Coding and RLE encoded temporal signal coefficient group related to the specific chunk of data are derived as follows:
		for (planeIdx = 0; planeIdx < nPlanes; ++planeIdx) {
			for (levelIdx = 1; levelIdx <= nLevels; ++levelIdx) {
				for (layerIdx = 0; layer < nLayers; ++layerIdx) {
					if (surfaces [planeIdx][levelIdx][layerIdx].entropy_enabled_flag) {
						if (surfaces [planeIdx][levelIdx][layerIdx].rle_only_flag) {
							multibyte = read_multibyte(bitstream)
							surfaces[planeIdx][levelIdx][layerIdx].size = multibyte
							surfaces[planeIdx][levelIdx][layerIdx].data = bytestream_current(bitstream)
						} else {
							data = read_byte(bitstream)
							surfaces[planeIdx][levelIdx][layerIdx].prefix_last_symbol_bit_offset = (data&0x1F)
							multibyte = read_multibyte(bitstream)
							surfaces[planeIdx][levelIdx][layerIdx].size = multibyte
							surfaces[planeIdx][levelIdx][layerIdx].data = bytestream_current(bitstream)
							bytestream_seek(bitstream, surfaces[planeIdx][levelIdx][layerIdx].size)
						}
					}
				}
			}
			if (temporal_signalling_present_flag == 1) {
				if (temporal_surfaces[planeIdx].entropy_enabled_flag) {
					if (temporal_surfaces[planeIdx].rle_only_flag) {
						multibyte = read_multibyte(bitstream)
						temporal_surfaces[planeIdx].size = multibyte
						temporal_surfaces[planeIdx].data = bytestream_current(bitstream)
					} else {
						data = read_byte(bitstream)
						temporal_surfaces[planeIdx].prefix_last_symbol_bit_offset = (data&0x1F)
						multibyte = read_multibyte(bitstream)
						temporal_surfaces[planeIdx].size = multibyte
						temporal_surfaces[planeIdx].data = bytestream_current(bitstream)
						bytestream_seek(bitstream, temporal_surfaces[planeIdx].size)
					}
				}
			}
		}
The transform coefficients contained in the block of bytes of length surfaces[planeIdx][levelIdx][layerIdx].size and starting from surfaces[planeIdx][levelIdx][layerIdx].data address are then passed to the entropy decoding process described in subclause 9.1.1.
If temporal_signalling_present_flag is set to 1, the temporal signal coefficient group contained in the block of bytes of length temporal_surfaces[planeIdx].size and starting from temporal_surfaces[planeIdx].data address are then passed to the entropy decoding process described in subclause 9.1.2.
[bookmark: _Toc21667002][bookmark: _Ref33715981][bookmark: _Ref33716049][bookmark: _Toc34081938]Decoding process for picture enhancement encoded tiled data (payload_encoded_tiled_data)
Syntax of this process is described in subclause 7.3.8. Inputs to this process are:
A variable nPlanes containing the number of planes (subclause 7.4.3.2 depending on the value of the variable processed_planes_type_flag),
A variable nLayers (subclause 7.4.3.2 depending on the value of transform_type),
A constant nLevels equal to 2, since there are 2 enhancement sub-layers, 
A variable nTilesL2, which equals to Ceil(Picture_Width / Tile_Width)xCeil(Picture_Height / Tile_Height) and refers to the number of tiles in L-2.
A variable nTilesL1, which equals to: (a) nTilesL2 if the variable scaling_mode_level2 is equal to 0, (b) Ceil(Ceil(Picture_Width / 2) / Tile_Width)xCeil(Ceil(Picture_Height) / Tile_Height) if the variable scaling_mode_level2 is equal to 1, and (c) Ceil(Ceil(Picture_Width / 2) / Tile_Width)xCeil(Ceil(Picture_Height / 2) / Tile_Height) if the variable scaling_mode_level2 is equal to 2, and refers to the number of tiles in L-1.
Picture_Width and Picture_Height refer to the picture width and height as derived from the value of the variable resolution_type (subclause 7.4.3.2). Tile_Width and Tile_Height refer to the tile width and height as derived from the value of the variable tile_dimensions_type (subclause 7.4.3.1).
Output of this process is the (nPlanes)x(nLevels)x(nLayer) array surfaces with elements surfaces[nPlanes][nLevels][nLayer] and, if temporal_signalling_present_flag is set to 1, an additional temporal surface of a size nPlanes with elements temporal_surface[nPlanes].
variable nPlanes is derived as follows:
		if (processed_planes_type_flag == 0)
			nPlanes = 1
		else
			nPlanes = 3
variable nLayers is derived as follows:
		if (transform_type == 0)
			nLayers = 4
		else
			nLayers = 16
The encoded data is organized in chunks. The total number of chunks is calculated as following:
total_chunk_count = nPlanes * nLevels * nLayers * (nTilesL1 + nTilesL2) * (no_enhancement_bit_flag == 0) + nPlanes * nTilesL2 * (temporal_signalling_present_flag == 1)	(13)
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[bookmark: _Ref31011042][bookmark: _Toc30979045][bookmark: _Toc34082085]Figure 5 — Encoded chunk tile structure
The enhancement picture data chunks are hierarchically organized as shown in Figure 5. For each plane up to 2 layers of enhancement sub-layers are extracted. For each sub-layer of enhancement, up to 16 coefficient groups of transform coefficients can be extracted. Additionally, if temporal_signalling_present_flag is set to 1, an additional chunk with temporal data for enhancement sub-layer 2 is extracted.
The variable levelIdx 1 refers to enhancement sub-layer 1 and levelIdx 2 refers to enhancement sub-layer 2.
The decoding process shall be the following:
1. For each chunk 1 bit at time shall be read.
surfaces[planeIdx][levelIdx][layerIdx].rle_only_flag and, if temporal_signalling_present_flag is set to 1, temporal_surfaces[planeIdx].rle_only_flag are derived as follows:
		shift_size = −1
		for (planeIdx = 0; planeIdx < nPlanes; ++ planeIdx) {
			if (no_enhancement_bit_flag == 0) {
				for (levelIdx = 1; levelIdx <= nLevels; ++levelIdx) {
					for (layerIdx = 0; layer < nLayers; ++layerIdx) {
						if (shift_size < 0) {
							data = read_byte(bitstream)
							shift_size = 8 – 1
						}
						surfaces [planeIdx][levelIdx][layerIdx].rle_only_flag = ((data >> (shift_size − 1)) & 0x1)
						shift_size −= 1
					}
				}
			}
			if (temporal_signalling_present_flag == 1) {
				if (shift_size < 0) {
					data = read_byte(bitstream)
					shift_size = 8 – 1
				}
				temporal_surfaces[planeIdx].rle_only_flag = ((data >> (shift_size − 1)) & 0x1)
				shift_size −= 1
			}
		}
surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].entropy_enabled_flag and, if temporal_signalling_present_flag is set to 1, temporal_surfaces[planeIdx].tiles[tileIdx].entropy_enabled_flag are derived as follows:
 		if (compression_type_entropy_enabled_per_tile_flag == 0) {
			shift_size = −1
			for (planeIdx = 0; planeIdx < nPlanes; ++planeIdx) {
				if (no_enhancement_bit_flag == 0) {
					for (levelIdx = 1; levelIdx <= nLevels; ++levelIdx) {
						if (levelIdx == 1)
							nTiles = nTilesL1
						else
							nTiles = nTilesL2
						for (layerIdx = 0; layer < nLayers; ++layerIdx) {
							for (tileIdx=0; tileIdx < nTiles; tileIdx ++) {
								if (shift_size < 0) {
									data = read_byte(bitstream)
									shift_size = 8 – 1
								}
								surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].entropy_enabled_flag = 
									((data >> (shift_size − 1)) & 0x1)
								shift_size −= 1
							}
						}
					}
				} else {
					for (levelIdx = 1; levelIdx <= nLevels; ++levelIdx) {
						if (levelIdx == 1)
							nTiles = nTilesL1
						else
							nTiles = nTilesL2
						for (layerIdx = 0; layer < nLayers; ++layerIdx) {
							for (tileIdx = 0; tileIdx < nTiles; tileIdx++)
								surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].entropy_enabled_flag = 0
						}
					}
				}
				if (temporal_signalling_present_flag == 1) {
					for (tileIdx = 0; tileIdx < nTilesL2; tileIdx++) {
						if (shift_size < 0) {
							data = read_byte(bitstream)
							shift_size = 8 – 1
						}
						temporal_surfaces[planeIdx].tiles[tileIdx].entropy_enabled_flag = 
							((data >> (shift_size − 1)) & 0x1)
						shift_size = 1
					}
				}
			}
		} else {
			RLE decoding process as defined in subclause 9.3.5.
		}
According to the value of the entropy_enabled_flag and rle_only_flag fields the content for the surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].data indicating the beginning of the RLE only or Prefix Coding and RLE encoded coefficients related to the specific chunk of data and, if temporal_signalling_present_flag is set to 1, according to the value of the entropy_enabled_flag and rle_only_flag fields the content for the temporal_surfaces[planeIdx].tiles[tileIdx].data indicating the beginning of the RLE only or Prefix Coding and RLE encoded temporal signal coefficient group related to the specific chunk of data are derived as follows:
		if (compression_type_size_per_tile == 0) {
			for (planeIdx = 0; planeIdx < nPlanes; ++planeIdx) {
				for (levelIdx = 1; levelIdx <= nLevels; ++levelIdx) {
					if (levelIdx == 1)
						nTiles = nTilesL1
					else
						nTiles = nTilesL2
					for (layerIdx = 0; layer < nLayers; ++layerIdx) {
						for (tileIdx = 0; tileIdx < nTiles; tileIdx++) {
							if (surfaces [planeIdx][levelIdx][layerIdx].tiles[tileIdx].entropy_enabled_flag) {
								if (surfaces [planeIdx][levelIdx][layerIdx].rle_only_flag) {
									multibyte = read_multibyte(bitstream)
									surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].size = multibyte
									surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx]data = 
										bytestream_current(bitstream)
								} else {
									data = read_byte(bitstream) 
									surfaces[planeIdx][levelIdx][layerIdx].
										tiles[tileIdx].prefix_last_symbol_bit_offset = (data&0x1F)
									multibyte = read_multibyte(bitstream)
									surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].size = multibyte
									surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].data = 
										bytestream_current(bitstream)
									bytestream_seek(bitstream, 
										surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].size)
								}
							}
						}
					}
				}
				if (temporal_signalling_present_flag == 1) {
					for (tileIdx = 0; tileIdx < nTilesL2; tileIdx++) {
						if (temporal_surfaces[planeIdx].tiles[tileIdx].entropy_enabled_flag) {
							if (temporal_surfaces[planeIdx].rle_only_flag) {
								multibyte = read_multibyte(bitstream) 
								temporal_surfaces[planeIdx].tiles[tileIdx].size = multibyte
								temporal_surfaces[planeIdx].tiles[tileIdx].data = bytestream_current(bitstream)
							} else {
								data = read_byte(bitstream) 
								temporal_surfaces[planeIdx].tiles[tileIdx].
									prefix_last_symbol_bit_offset = (data&0x1F)
								multibyte = read_multibyte(bitstream)
								temporal_surfaces[planeIdx].tiles[tileIdx].size = multibyte
								temporal_surfaces[planeIdx].tiles[tileIdx].data = bytestream_current(bitstream)
								bytestream_seek(bitstream, temporal_surfaces[planeIdx].tiles[tileIdx].size)
							}
						}
					}
				}
			}
		} else {
			for (planeIdx = 0; planeIdx < nPlanes; ++planeIdx) {
				for (levelIdx = 1; levelIdx <= nLevels; ++levelIdx) {
					if (levelIdx == 1)
						nTiles = nTilesL1
					else
						nTiles = nTilesL2
					for (layerIdx = 0; layer < nLayers; ++layerIdx) {
						for (tileIdx = 0; tileIdx < nTiles; tileIdx ++) {
							if (surfaces [planeIdx][levelIdx][layerIdx].tiles[tileIdx].entropy_enabled_flag) {
								if (surfaces[planeIdx][levelIdx][layerIdx].rle_only_flag) {
									Prefix Coding decoding process as defined in subclause 9.2.3 to fill 
										surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].size
									surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].data = 
										bytestream_current(bitstream)
								} else {
									Prefix Coding decoding process as defined in subclause 9.2.4 to fill 
										surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].
										prefix_last_symbol_bit_offset
									Prefix Coding decoding process as defined in subclause 9.2.3 to fill 
										surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].size
									surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].data = 
										bytestream_current(bitstream)
									bytestream_seek(bitstream,surfaces[planeIdx][levelIdx][layerIdx].
										tiles[tileIdx].size)
								}
							}
						}
					}
				}
				if (temporal_signalling_present_flag == 1) {
					for (tileIdx = 0; tileIdx < nTilesL2; tileIdx++) {
						if (temporal_surfaces [planeIdx].tiles[tileIdx].entropy_enabled_flag) {
							if (temporal_surfaces [planeIdx].rle_only_flag) {
								Prefix Coding decoding process as defined in subclause 9.2.3 to fill 
									temporal_surfaces[planeIdx].tiles[tileIdx].size
								temporal_surfaces[planeIdx].tiles[tileIdx].data = bytestream_current(bitstream)
							} else {
								Prefix Coding decoding process as defined in subclause 9.2.4 to fill 
									temporal_surfaces[planeIdx].tiles[tileIdx].prefix_last_symbol_bit_offset
								Prefix Coding decoding process as defined in subclause 9.2.3 to fill 
									temporal_surfaces[planeIdx].tiles[tileIdx].size
								temporal_surfaces[planeIdx].tiles[tileIdx].data = bytestream_current(bitstream)
								bytestream_seek(bitstream, temporal_surfaces[planeIdx].tiles[tileIdx].size)
							}
						}
					}
				}
			}
		}
The coefficients contained in the block of bytes of length surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].size and starting from surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].data address are then passed to the entropy decoding process described in subclause 9.1.1.
[bookmark: _Hlt22461470][bookmark: _Hlt22605870][bookmark: _Toc317198785][bookmark: _Ref327286745][bookmark: _Ref397945616][bookmark: _Ref398992057][bookmark: _Ref398992125][bookmark: _Ref398993017][bookmark: _Toc415475904][bookmark: _Toc423599179][bookmark: _Toc423601683][bookmark: _Ref462843530][bookmark: _Toc501130188][bookmark: _Toc503777892][bookmark: _Ref520966352][bookmark: _Ref520966367][bookmark: _Ref520979168]If temporal_signalling_enabled_flag is set to 1, the temporal signal coefficient group contained in the block of bytes of length temporal_surfaces[planeIdx].tiles[tileIdx].size and starting from temporal_surfaces[planeIdx].tiles[tileIdx].data address are then passed to the entropy decoding process described in subclause 9.1.2.
[bookmark: _Ref33721763][bookmark: _Ref33721896][bookmark: _Toc34081939]Decoding process for enhancement sub-layer 1 (L-1) encoded data
Derivation of dimensions of L-1 picture
The result of this process is the L-1 enhancement residual surface to be added to the preliminary intermediate picture. The L-1 dimensions of the residuals surface are the same as the preliminary intermediate picture and they are derived as follows:
If scaling_mode_level2 (specified in subclause 7.3.3.1) is equal to 0:
The L-1 dimensions shall be the same as the L-2 dimensions derived from resolution_type (specified in subclause 7.4.3.2).
If scaling_mode_level2 (specified in subclause 7.4.3.2) is equal to 1:
The L-1 length shall be the same as the L-2 length as derived from resolution_type (specified in subclause 7.4.3.2), whereas the L-1 width shall be computed by halving the L-2 width as derived from resolution_type (specified in subclause 7.4.3.2).
If scaling_mode_level2 (specified in subclause 7.4.3.2) is equal to 2:
The L-2 dimensions shall be computed by halving the L-1 dimensions as derived from resolution_type (specified in subclause 7.4.3.2).
[bookmark: _Ref330805510][bookmark: _Toc351408794]General decoding process for an L-1 encoded data block
Inputs to this process are:
a sample location (xTb0, yTb0) specifying the top-left sample of the current transform block relative to the top‑left sample of the current picture,
a variable nTbS specifying the size of the current transform block derived in subclause 7.4.3.2 from the value of variable transform_type (nTbS = 2 if transform_type is equal to 0 and nTbS = 4 if transform_type is equal to 1)
an array TransformCoeffQ of a size (nTbS)x(nTbS) specifying L-1 entropy decoded quantized transform coefficients,
an array recL1BaseSamples of a size (nTbS)x(nTbS) specifying the preliminary intermediate picture reconstructed samples of the current block resulting from the process described in subclause 8.10,
stepWidth value derived in subclause 7.3.3.2 from the value of variable step_width_level1 obtained by shifting step_width_level1 to the left by one bit (i.e., step_width_level1 << 1),
a variable IdxPlanes specifing to which plane the transform coefficients belong,
a variable userDataEnabled derived from the value of variable user_data_enabled,
Output of this process is the (nTbS)x(nTbS) array of the residual resL1FilteredResiduals with elements resL1FilteredResiduals[x][y].
The sample location (xTbP, yTbP) specifying the top-left sample of the current transform block relative to the top-left sample of the current picture is derived as follows:
(xTbP, yTbP) = (IdxPlanes == 0) ? (xTb0, yTb0) : (xTb0 >> ShiftWidthC, yTb0 >> ShiftHeightC)	(14)
P can be related to either luma or chroma plane depending to which plane the transform coefficients belong.Where ShiftWidthC and ShiftHeightC are specified in subclause 6.2.
If no_enhancement_bit_flag is equal to 0, then the following ordered steps apply:
1. If nTbs is equal to 4, TransCoeffQ(1)(1) is shifted to the right either by two bits (>>2) if the variable userDataEnabled is set to 1, or by six bits (>>6) if userDataEnabled is set to 2. And in addition, if the last bit of TransCoeffQ(1)(1) is set to 0, TransCoeffQ(1)(1) is shifted to the right by one bit (>>1); otherwise (last bit of TransCoeffQ(1)(1) is set to 1), TransCoeffQ(1)(1) is shifted to the right by one bit (>>1) and TransCoeffQ(1)(1) is set to have a negative value.
1. If nTbs is equal to 2, TransCoeffQ(0)(1) is shifted to the right either by two bits (>>2) if the variable userDataEnabled is set to 1, or by six bits (>>6) if userDataEnabled is set to 2. And in addition, if the last bit of TransCoeffQ(0)(1) is set to 0, TransCoeffQ(0)(1) is shifted to the right by one bit (>>1); otherwise (last bit of TransCoeffQ(0)(1) is set to 1), TransCoeffQ(0)(1) is shifted to the right by one bit (>>1) and TransCoeffQ(0)(1) is set to have a negative value.
1. The dequantization process as specified in subclause 8.5 is invoked with the transform size set equal to nTbS, the array TransformCoeffQ of a size (nTbS)x(nTbS), and the variable stepWidth as inputs, and the output is an (nTbS)x(nTbS) array dequantCoeff.
The transformation process as specified in subclause 8.6 is invoked with the luma location (xTbX, yTbX), the transform size set equal to nTbS, the array dequantCoeff of size (nTbS)x(nTbS) as inputs, and the output is an (nTbS)x(nTbS) array resL1Residuals.
The L1 filter process as specified in subclause 8.9 is invoked with the luma location (xTbX, yTbX), the array resL1Residuals of a size (nTbS)x(nTbS) as inputs, and the output is an (nTbS)x(nTbS) array resL1FilteredResiduals.
If no_enhancement_bit_flag is equal to 1, the array resL1FilteredResiduals of size (nTbS)x(nTbS) is set to contain only zeros.
The picture reconstruction process for each plane as specified in subclause 8.8.2 is invoked with the transform block location (xTb0, yTb0), the transform block size nTbS, the variable IdxPlanes, the (nTbS)x(nTbS) array resL1FilteredResiduals, and the (nTbS)x(nTbS) array recL1BaseSamples as inputs.
[bookmark: _Toc4690148][bookmark: _Ref5792468][bookmark: _Toc34081940]Decoding process for enhancement sub-layer 2 (L-2) encoded data
Derivation of dimensions of L-2 picture
The result of this process is the L-2 enhancement residuals plane to be added to the upscaled L-1 enhanced reconstructed picture. The dimensions of the residuals plane are the same of the value derived by the variable resolution_type described in clause. 7.4.3.3
General decoding process for an L-2 encoded data block
Inputs to this process are:
a sample location (xTb0, yTb0) specifying the top-left sample of the current transform block relative to the top-left sample of the current picture, a variable nTbS specifying the size of the current transform block derived in subclause 7.4.3.2 from the value of variable transform_type (nTbS = 2 if transform_type is equal to 0 and nTbS = 4 if transform_type is equal to 1),
a variable temporal_enabled_flag as derived in subclause 7.3.3.1 and a variable temporal_refresh_bit_flag as derived in subclause 7.4.3.4, a variable temporal_signalling_present_flag as derived in subclause 7.4.3.4 and temporal_step_width_modifier as specified in subclause 7.3.3.1
an array recL0ModifiedUpsampledSamples of a size (nTbS)x(nTbS) specifying the upsampled reconstructed samples resulting from process specified in subclause 8.8.2 of the current block,
an array TransformCoeffQ of a size (nTbS)x(nTbS) specifying L-2 entropy decoded quantized transform coefficient,
if variable temporal_signalling_present_flag is equal to 1 and temporal_tile_intra_signalling_enabled_flag is equal to 1, a variable TransformTempSig corresponding to the value in TempSigSurface (subclause 9.3.3.1) at the position (xTb0 >> nTbs, yTb0 >> nTbs) ; and if in addition temporal_tile_intra_signalling_enabled_flag is set to 1, a variable TileTempSig corresponding to the value in TempSigSurface (subclause 9.3.3.1) at the position ((xTb0%32) * 32, (yTb0%32) * 32),
stepWidth value derived in subclause 7.4.3.4 from the value of variable step_width_level2,
a variable IdxPlanes specifing to which plane the transform coeffiencients are belonging to.
Output to this process is the (nTbS)x(nTbS) array of L-2 residuals resL0Residuals with elements resL0Residuals[x][y].
The sample location (xTbP, yTbP) specifying the top-left sample of the current transform block relative to the top-left sample of the current picture is derived as follows:
(xTbP, yTbP) = (IdxPlanes == 0) ? (xTb0, yTb0) : (xTb0 >> ShiftWidthC, yTb0 >> ShiftHeightC)	(15)
P can be related to either luma or chroma plane depending to which plane the transform coefficients belong. Where ShiftWidthC and ShiftHeightC are specified in subclause 6.2.
If no_enhancement_bit_flag is set to 0, then the following ordered steps apply:
1. If variable temporal_enabled_flag is equal to 1 and temporal_refresh_bit_flag is equal to 0 (subclause 7.4.3.4) the temporal prediction process as specified in clause 8.4 is invoked with the luma location (xTbY, yTbY), the transform size set equal to nTbS, a variable TransformTempSig and a variable TileTempSig as inputs and the output is an array tempPredL0Residuals of a size (nTbS)x(nTbS).
If variable temporal_enabled_flag is equal to 1 and temporal_refresh_bit_flag is equal to 1 (subclause 7.4.3.4) the array tempPredL0Residuals of a size (nTbS)x(nTbS) is set to contain only zeros.
[bookmark: _GoBack]If variable temporal_enabled_flag is equal to 1, temporal_refresh_bit_flag is equal to 0 and temporal_tile_intra_signalling_enabled_flag is equal to 1 (subclause 7.4.3.4) and TransformTempSig is equal to 0 the variable stepWidth is modified to Floor(stepWidth * (1 − (Clip3(0, 0.5, temporal_step_width_modifier) / 255))).
The dequantization process as specified in subclause 8.5 is invoked with the transform size set equal to nTbS, the array TransformCoeffQ of a size (nTbS)x(nTbS), and the variable stepWidth as inputs, and the output is an (nTbS)x(nTbS) array dequantCoeff.
The transformation process as specified in subclause 8.6 is invoked with the luma location (xTbY, yTbY), the transform size set equal to nTbS, the array dequantCoeff of a size (nTbS)x(nTbS) as inputs, and the output is an (nTbS)x(nTbS) array resL0Residuals.
If variable temporal_enabled_flag is equal to 1 the array of tempPredL0Residuals of a size (nTbS)x(nTbS) is added to the (nTbS)x(nTbS) array resL0Residuals and resL0Residuals array is stored to the temporalBuffer at the luma location (xTbY, yTbY).
If no_enhancement_bit_flag is set to 1, the following ordered steps apply:
1. If variable temporal_enabled_flag is equal to 1, temporal_refresh_bit_flag is equal to 0 and variable temporal_signalling_present_flag is equal to 1 (subclause 7.4.3.4), the temporal prediction process as specified in clause 8.4 is invoked with the luma location (xTbY, yTbY), the transform size set equal to nTbS, a variable TransformTempSig and a variable TileTempSig as inputs and the output is an array tempPredL0Residuals of a size (nTbS)x(nTbS).
If variable temporal_enabled_flag is equal to 1, temporal_refresh_bit_flag is equal to 0 and variable temporal_signalling_present_flag is equal to 0 (subclause 7.4.3.4), the temporal prediction process as specified in clause 8.4 is invoked with the luma location (xTbY, yTbY), the transform size set equal to nTbS, a variable TransformTempSig set equal to 0 and a variable TileTempSig set equal to 0 as inputs and the output is an array tempPredL0Residuals of a size (nTbS)x(nTbS).
If variable temporal_enabled_flag is equal to 1 and temporal_refresh_bit_flag is equal to 1 (subclause 7.4.3.4) the array tempPredL0Residuals of a size (nTbS)x(nTbS) is set to contain only zeros.
1. If variable temporal_enabled_flag is equal to 1 the array of tempPredL0Residuals of a size (nTbS)x(nTbS) is stored in the (nTbS)x(nTbS) array resL0Residuals and resL0Residuals array is stored to the temporalBuffer at the luma location (xTbY, yTbY).
Else, the array resL0Residuals of a size (nTbS)x(nTbS) is set to contain only zeros.
The picture reconstruction process for each plane as specified in subclause 8.8.2 is invoked with the transform block location (xTb0, yTb0), the transform block size nTbS, the variable IdxPlanes, the (nTbS)x(nTbS) array resL0Residuals, and the (xTbY)x(yTbY) recL0ModifiedUpsampledSamples as inputs.
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[bookmark: _Toc34081942]General decoding process for temporal prediction
Inputs to this process are:
a location (xTbP, yTbP) specifying the top-left sample of the current luma or chroma transform block relative to the top‑left luma or chroma sample of the current picture. P can be related to either luma or chroma plane depending to which plane the transform coefficients belong,
a variable nTbS specifying the size of the current transform block (nTbS = 2 if transform_type is equal to 0 and nTbS = 4 if transform_type is equal to 1),
a variable TransformTempSig,
a variable TileTempSig,
Output to this process is the (nTbS)x(nTbS) array of the tempPredL0Residuals with elements tempPredL0Residuals[x][y].
The following ordered steps apply:
1. If variable temporal_tile_intra_signalling is equal to 1 and xTbP >>5 is equal to 0 and yTbP >>5 is equal to 0 and TileTempSig is equal to 1, tiled temporal refresh process as specified in subclause 8.4.2 is invoked with the location (xTbP, yTbP).
1. If variable TransformTempSig is equal to 0, then tempPredL0Residuals[x][y] = temporalBuffer[xTbP + x][yTbP + y] where x and y are in the range [0, (nTbS − 1)]. Otherwise, tempPredL0Residuals[x][y] are all set to 0.
[bookmark: _Toc4633588][bookmark: _Toc4690152][bookmark: _Ref33616685][bookmark: _Toc34081943]Tiled temporal refresh
Input to this process is:
[bookmark: _Ref5811865]a location (xTbP, yTbP) specifying the top-left sample of the current luma or chroma transform block relative to the top-left luma or chroma sample of the current picture. P can be related to either luma or chroma plane depending to which plane the transform coefficients belong.
Output of this process is that the samples of the area of the size 32x32 of temporalBuffer at the location (xTbP, yTbP) are set to zero.
[bookmark: _Ref5889226][bookmark: _Ref5889244][bookmark: _Toc34081944]Decoding process for the dequantization
[bookmark: _Toc34081945]Decoding process for the dequantization overview
Every group of transform coefficient passed to this process belongs to a specific plane and enhancement sub-layer. They have been scaled using a uniform quantizer with deadzone. The quantizer can use a non-centered dequantization offset.
[bookmark: _Ref331181365][bookmark: _Toc351408810][bookmark: _Toc34081946]Scaling process for transform coefficients
Inputs to this process are:
a variable nTbS specifying the size of the current transform block (nTbS = 2 if transform_type is equal to zero and nTbS = 4 if transform_type is equal to 1),
an array TransformCoeffQ of size (nTbS)x(nTbS) containing entropy decoded quantized transform coefficient,
a variable stepWidth specifying the step width value parameter,
a variable levelIdx specifing the index of the enhancement sub-layer (with levelIdx = 1 for enhancement sub-layer 1 and levelIdx = 2 for enhancement sub-layer 2),
a variable dQuantOffset specifying the dequantization offset (derived from process 7.4.3.4 and variable dequant_offset),
if quant_matrix_mode is different from 0, an array QmCoeff0 of size 1 x nTbS2 (derived from variable qm_coefficient_0) and further, if quant_matrix_mode is equal to 4, an array QmCoeff1 of size 1 x nTbS2 (derived from variable qm_coefficient_1),
if nTbS == 2, an array QuantScalerDDBuffer of size (3 * nTbS)x(nTbS) containing the scaling parameters array used in the previous picture;
if nTbS == 4, an array QuantScalerDDSBuffer of size (3 * nTbS)x(nTbS) containing the scaling parameters array used in the previous picture.
Output of this process is the (nTbS)x(nTbS) array d of dequantized transform coefficients with elements d[x][y] and the updated array QuantMatrixBuffer.
For the derivation of the scaled transform coefficients d[x][y] with x = 0...nTbS − 1, y = 0...nTbS − 1, and given matrix qm[x][y] as specified in subclause 8.6.2, the following formula is used:
d[x][y] = (TransformCoeffQ[x][y] * ((qm[x + (levelIdxSwap * nTbS)][y] + stepWidthModifier[x][y]) + appliedOffset [x][y]	(16)
[bookmark: _Toc34081947]Derivation of dequantization offset and stepwidth modifier
The variables appliedOffset [x][y] and stepWidthModifier [x][y] are derived as follows:
if (dequant_offset_signalled_flag == 0) {
	stepWidthModifier [x][y] = ((((Floor(−Cconst * Ln (qm[x + (levelIdxSwap * nTbS)][y]))) + Dconst) * 
	(qm[x + (levelIdxSwap * nTbS)][y]2))) / 32768) >> 16
	if (TransformCoeffQ[x][y] < 0)
 		appliedOffset = (−1 * (−deadZoneWidthOffset [x][y]))
	else if (TransformCoeffQ [x][y] > 0)
		 appliedOffset [x][y] = −deadZoneWidthOffset [x][y]
	else
		appliedOffset [x][y] = 0
} else if (dequant_offset_signalled_flag == 1) && (dequant_offset_mode_flag ==1) {
	stepWidthModifier [x][y] = 0
	if (TransformCoeffQ[x][y] < 0)
		appliedOffset = (−1 * (dQuantOffsetActual [x][y] − deadZoneWidthOffset [x][y]))
	else if (TransformCoeffQ [x][y] > 0) 
		appliedOffset [x][y] = dQuantOffsetActual [x][y] − deadZoneWidthOffset [x][y]
	else
		appliedOffset [x][y] = 0}
} else if (dequant_offset_signalled_flag == 1) && (dequant_offset_mode_flag == 0) {
	stepWidthModifier [x][y] = (Floor((dQuantOffsetActual [x][y]) * (qm[x + (levelIdxSwap * nTbS)][y])) 
		/ 32768)
	if (TransformCoeffQ[x][y] < 0)
		appliedOffset = (−1 * (−deadZoneWidthOffset [x][y]))
	else if (TransformCoeffQ [x][y] > 0) 
		appliedOffset [x][y] = −deadZoneWidthOffset [x][y]
	else
		appliedOffset [x][y] = 0
}
Where, if stepWidth > 16, deadZoneWidthOffset is derived as follows:
deadZoneWidthOffset [x][y] = ((1 << 16) − ((Aconst * (qm[x + (levelIdxSwap * nTbs)][y] + stepWidthModifier [x][y])) + Bconst) >> 1) * (qm[x + (levelIdxSwap * nTbs)][y] + stepWidthModifier [x][y]))) >> 16
Where, if stepWidth <= 16, deadZoneWidthOffset is derived as follows:
deadZoneWidthOffset [x][y] = stepWidth >> 1
Where:
Aconst = 39
Bconst = 126484
Cconst = 9175
Dconst = 79953
Where dQuantOffsetActual [x][y] is computed as follows:
if (dequant_offset == 0)
	dQuantOffsetActual [x][y] = dQuantOffset
else {
	if (dequant_offset_mode_flag == 1)
		dQuantOffsetActual [x][y] = ((Floor(−Cconst * Ln(qm[x + (levelIdxSwap * nTbs)][y]) + 
			(dQuantOffset << 9) + Floor(Cconst * Ln(StepWidth)))) * (qm[x + (levelIdxSwap * nTbs)][y])) >> 16
	else if (dequant_offset_mode_flag == 0)
		dQuantOffsetActual [x][y] = ((Floor(−Cconst * Ln(qm[x + (levelIdxSwap * nTbs)][y]) + 
			(dQuantOffset << 11) + Floor(Cconst * Ln(StepWidth)))) * (qm[x + (levelIdxSwap * nTbs)][y])) 
			>>16
[bookmark: _Toc4633590][bookmark: _Toc4690154][bookmark: _Ref5122344][bookmark: _Ref5435095][bookmark: _Ref5576073]}
Where levelIdxSwap is derived as follows:
if (levelIdx == 2)
	levelIdxSwap = 0
else
	levelIdxSwap = 1
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The quantization matrix
The quantization matrix qm [x][y] contains the actual quantization step widths to be used to decode each coefficient group.
if (levelIdx == 2) {
	if (scaling_mode_level2 == 1) {	
		for (x = 0; x < nTbS; x++) {
			for (y = 0; y < nTbs; y++)
				qm [x][y] = qm_p [x][y]
		}
	} else {
		for (x = 0; x < nTbS; x++) {
			for (y = 0; y < nTbS; y++)
				qm [x][y] = qm_p [x + nTbS][y]
		}
	}
} else {
	for (x = 0; x < nTbS; x++) {
		for (y = 0; y < nTbs; y++)
			qm [x][y] = qm_p [x + (2 * nTbS)][y]
	}
}
Where qm_p[x][y] is computed as follows:
if (nTbs == 2) {
	for (x = 0; x < 6; x++) {
		for (y = 0; y < nTbs; y++)
			qm_p[x][y] = (Clip3 (0, (3 << 16),[(QuantScalerDDBuffer [x][y] * stepWidth) + (1 << 16)]) * 
				stepWidth) >> 16
	}
} else {
	for (y = 0; y < 12; y++) {
		for (x = 0; x < nTbs; x++)
			qm_p[x][y] = (Clip3 (0, (3 << 16),[(QuantScalerDDSBuffer [x][y] * stepWidth) + (1 << 16)]) * 
			stepWidth) >> 16
	}
}
And where QuantScalerDDBuffer [x][y] is derived in sub-clause 8.6.2.1 and QuantScalerDDSBuffer [x][y] is derived in sub-clause 8.6.2.2.
Derivation of scaling parameters for 2x2 transform
If the variable nTbS is equal to 2, the default scaling parameters are as follows:
default_scaling_dd[x][y] = 
	{
	{  0,  2 }
	{  0,  0 }
	{ 32,  3 )
	{  0, 32 }
	{  0,  3 }
	{  0, 32 }
	}		(17)
[bookmark: _Hlk22071609]As a first step, the array QuantScalerDDBuffer[][] shall be initialized as follows:
If the current picture is an IDR picture, QuantScalerDDBuffer[][] shall be initialized to be equal to default_scaling_dd[][]. If the current picture is not an IDR picture, the QuantScalerDDBuffer[][] matrix shall be left unchanged.
Following initialization, based on the value of quant_matrix_mode the array QuantScalerDDBuffer[][] shall be processed as follows:
If the quant_matrix_mode is equal to 0 and the current picture is not an IDR picture, the QuantScalerDDBuffer[][] shall be left unchanged.
If quant_matrix_mode is equal to 1, the QuantScalerDDBuffer[][] shall be equal to the default_scaling_dd[][].
If quant_matrix_mode is equal to 2, the QuantScalerDDBuffer[][] shall be modified as follows:
for (MIdx = 0; MIdx < 3; MIdx++)
	for (x = 0; x < 2; x++)
		for (y = 0; y < 2; y++)
			QuantScalerDDBuffer [x + (MIdx * 2)][y] = QmCoeff0[(x * 2) + y]
If quant_matrix_mode is equal to 3, the QuantScalerDDBuffer[][] shall be modified as follows:
for (MIdx = 0; MIdx < 2; MIdx++)
	for (x = 0; x < 2; x++)
		for (y = 0; y < 2; y++)
			QuantScalerDDBuffer [x + (MIdx * 2)][y] = QmCoeff0 [(x * 2) + y]
If quant_matrix_mode is equal to 4, the QuantScalerDDBuffer[][] shall be modified as follows:
for (x = 0; x < 2; x++)
	for (y = 0; y < 2; y++)
		QuantScalerDDBuffer [x + 4][y] = QmCoeff1 [(x * 2) + y]
If quant_matrix_mode is equal to 5, the QuantScalerDDBuffer shall be modified as follows:
for (MIdx = 0; MIdx < 2; MIdx ++)
	for (x = 0; x < 2; x++)
		for (y = 0; y < 2; y++)
			QuantScalerDDBuffer [x + (MIdx * 2)][y] = QmCoeff0[(x * 2) + y]
	for (x = 4, x< 6; x++)
		for (y = 0; y < 2; y++)
			QuantScalerDDBuffer [y][x] = QmCoeff1[(x * 2) + y]
 Derivation of scaling parameters for 4x4 transform
If the variable nTbS is equal to 4, the default scaling parameters are as follows:
default_scaling_dds[x][y] = 
	{
	{  13, 26, 19, 32 }
	{  52,  1, 78,  9 }
	{  13, 26, 19, 32 }
	{ 150, 91, 91, 19 }
	{  13, 26, 19, 32 }
	{  52,  1, 78,  9 }
	{  26, 72,  0,  3 }
	{ 150, 91, 91, 19 }
	{   0,  0,  0,  2 }
	{  52,  1, 78,  9 }
	{  26, 72,  0,  3 }
	{ 150, 91, 91, 19 }
	}		 (18)
As a first step, the array QuantScalerDDSBuffer[][] shall be initialized as follows:
If the current picture is an IDR picture, QuantScalerDDSBuffer[][] shall be initialized to be equal to default_scaling_dds[][]. If the current picture is not an IDR picture, the QuantScalerDDSBuffer[][] matrix shall be left unchanged.
Following initialization, based on the value of quant_matrix_mode the array QuantScalerDDSBuffer[][] shall be processed as follows:
If the quant_matrix_mode is equal to 0 and the current picture is not an IDR picture, the QuantScalerDDSBuffer shall be left unchanged.
If quant_matrix_mode is equal to 1, the QuantScalerDDSBuffer shall be equal to the default_scaling_dds[x][y].
If quant_matrix_mode is equal to 2, the QuantScalerDDSBuffer shall be modified as follows:
for (MIdx = 0; MIdx < 3; MIdx++)
	for (x = 0; x < 4; x++)
		for (y = 0; y < 4; y++)
			QuantScalerDDSBuffer [x + (MIdx * 4)][y] = QmCoeff0[(x * 4) + y]
If quant_matrix_mode is equal to 3, the QuantScalerDDSBuffer shall be modified as follows:
for (MIdx = 0; MIdx < 2; MIdx++)
	for (x = 0; x < 4; x++)
		for (y = 0; y < 4; y++)
			QuantScalerDDSBuffer [x + (MIdx * 4)][y] = QmCoeff0[(x * 4) + y]
If quant_matrix_mode is equal to 4, the QuantScalerDDSBuffer shall be modified as follows:
for (x = 0; x < 4; x++)
	for (y = 0; y < 4; y++)
		QuantScalerDDSBuffer [x + 8][y] = QmCoeff1[(x * 4) + y]
If quant_matrix_mode is equal to 5, the QuantScalerDDSBuffer shall be modified as follows:
for (MIdx = 0; MIdx < 2; MIdx++)
	for (x = 0; x < 4; x++)
		for (y = 0; y < 4; y++)
			QuantScalerDDSBuffer [x + (MIdx * 4)][y] = QmCoeff0[(x * 4) + y]
	for (x = 8, x < 12; x++)
		for (y = 0; y < 4; y++)
			QuantScalerDDSBuffer [x][y] = qm_coefficient_1[(x * 4) + y]
[bookmark: _Ref32953182][bookmark: _Toc34081949]Decoding process for the transform
[bookmark: _Toc34081950]General upscaling process description
Upscaling processes overview
Upscaling processes are applied to the decoded base picture based on the indications of scaling_mode_level1 and to the combined intermediate picture based on scaling_mode_level2.
Upscaling from decoded base picture to preliminary intermediate picture
Inputs to this process are the following:
a location (xCurr, yCurr) specifying the top-left sample of the current block relative to the top‑left sample of the current picture component,
a variable IdxPlanes specifying the colour component of the current block,
a variable nCurrS specifing the size of the residual block,
an (nCurrS)x(nCurrS) array recDecodedBaseSamples specifying the decoded base samples of the current block,
a variable srcWidth and srcHeight specifying the width and the height of the decoded base picture,
a variable dstWidth and dstHeight specifying the with and the height of the resulting upscaled picture,
a variable is8Bit used to select the kernel coefficients for the scaling to be applied. If the samples are 8-bit, then variable is8Bit shall be equal to 0, if the samples are 16-bit, then variable is8Bit shall be equal to 1.
Output of this process is the (nCurrX)x(nCurrY) array recL1ModifiedUpsampledBaseSamples of residuals with elements recL1ModifiedUpsampledBaseSamples [x][y] where nCurrX and nCurrY are derived as follows:
If scaling_mode_level1 (specified in subclause 7.4.3.3) is equal to 0, no upscaling is performed, and recL1ModifiedUpsampledBaseSamples [x][y] are set to be equal to recDecodedBaseSamples [x][y]
If scaling_mode_level1 (specified in subclause7.4.3.3) is equal to 1:
nCurrX = nCurrS << 1	(19)
nCurrY = nCurrS	(20)
If scaling_mode_level1 (specified in subclause 7.4.3.2) is equal to 2:
nCurrX = nCurrS << 1	(21)
nCurrY = nCurrS << 1	(22)
The result of the process described in subclause 8.8.2 shall be processed by an upscaling filter of the type signalled in the bitstream. The type of upscaler is derived from the process described in subclause 7.4.3.3. Depending on the value of the variable upsample_type the following kernel types will be selected, providing recDecodedBaseSamples as input and producing recL1UpsampledBaseSamples as output:
If upsample_type is equal to 0 the Nearest sample upscaler described in subclause 8.7.1 shall be selected.
If upsample_type is equal to 1 the Bilinear upscaler described in subclause 8.7.2 shall be selected.
If upsample_type is equal to 2 the Bicubic upscaler described in subclause 8.7.3 shall be selected.
If upsample_type is equal to 3 the Modified Cubic upscaler described in subclause 8.7.4 shall be selected.
The general upscaler divide the picture to upscale in 2 areas: center area and border areas. For the Bilinear and Bicubic kernel the border area consists of four segments, Top, Left, Right and Bottom segments, while for the Nearest kernel consists of 2 segments; Right and Bottom. These segments are defined by the border-size parameter which is usually set to 2 samples (1 sample for nearest method). Figure 6 is describing the upscaler areas.


[bookmark: _Ref33710992][bookmark: _Toc34082086]Figure 6 — Diagram describing upscaler areas
Following the upscaling, if predicted_residual_mode_flag as derived in subclause 7.3.3.1 is equal to 1, then the process described in subclause 8.7.5 is invoked with inputs the (nCurrX)x(nCurrY) array recL1UpsampledBaseSamples and the (nCurrS)x(nCurrS) array recDecodedBaseSamples specifying the decoded base samples of the current block and output is the (nCurrX)x(nCurrY) array recL1ModifiedUpsampledBaseSamples of preliminary intermediate picture samples with elements recL1ModifiedUpsampledBaseSamples [x][y]. Otherwise, if predicted_residual_mode_flag as derived in subclause 7.3.3.1 is equal to 0, recL1ModifiedUpsampledBaseSamples [x][y] are set to be equal to recL1UpsampledSamples [x][y].
Depending on the values of the bitstream fields in global configuration as specified in 7.3.5, Table 9, the sample bit depth for L-1 is derived as follows:
If level1_depth_flag is equal to 0, the preliminary intermediate picture samples are processed at the same bit depth as they are represented for the decoded base picture, following the processes described in clauses 8.8 and 8.9.
If level1_depth_flag is equal to 1, the preliminary intermediate picture samples are converted depending on the value of a variable base_depth and a variable enhancement_depth, dervied as follows:
base_depth is assigned a value between 8 and 14, depending on the value of field base_depth_type as specified in Table 23;
enhancement_depth is assigned a value between 8 and 14, depending on the value of field base_depth_type as specified in Table 24;
If base_depth is equal to enhancement_depth, no further processing is required.
If enhancement_depth is greater than base_depth, the array recL1ModifiedUpsampledBaseSamples is modified as follows:
	recL1ModifiedUpsampledBaseSamples [x][y] = 
		recL1ModifiedUpsampledBaseSamples [x][y] << (enhancement_depth - base_depth)
If base_depth is greater than enhancement_depth, the array recL1ModifiedUpsampledBaseSamples is modified as follows:
	recL1ModifiedUpsampledBaseSamples [x][y] = 
		recL1ModifiedUpsampledBaseSamples [x][y] >> (base_depth - enhancement_depth)
Upscaling from combined intermediate picture to preliminary output picture
Inputs to this process are the following:
a location (xCurr, yCurr) specifying the top-left sample of the current block relative to the top-left sample of the current picture component,
a variable IdxPlanes specifying the colour component of the current block,
a variable nCurrS specifing the size of the residual block,
an (nCurrS)x(nCurrS) array recL1PictureSamples specifying the combined intermediate picture samples of the current block,
a variable srcWidth and srcHeight specifying the width and the height of the reconstructed base picture,
a variable dstWidth and dstHeight specifying the with and the height of the resulting upscaled picture,
a variable is8Bit used to select the kernel coefficients for the scaling to be applied. If the samples are 8-bit, then variable is8Bit shall be equal to 0, if the samples are 16-bit, then variable is8Bit shall be equal to 1.
Output of this process is the (nCurrX)x(nCurrY) array recL0ModifiedUpsampledSamples of preliminary output picture samples with elements recL0ModifiedUpsampledSamples [x][y] where nCurrX and nCurrY are derived as follows:
If scaling_mode_level2 (specified in subclause 7.3.3.1) is equal to 0, no upscaling is performed, and recL0ModifiedUpsampledSamples [x][y] are set to be equal to recL1PictureSamples [x][y]
If scaling_mode_level2 (specified in subclause 7.4.3.2) is equal to 1:
nCurrX = nCurrS << 1	(23)
nCurrY = nCurrS	(24)
If scaling_mode_level2 (specified in subclause 7.4.3.2) is equal to 2:
nCurrX = nCurrS << 1	(25)
nCurrY = nCurrS << 1	(26)
The result of the process described in subclause 8.8.2 shall be processed by an upscaling filter of the type signalled in the bitstream. The type of upscaler is derived from the process described in subclause 7.4.3.3. Depending on the value of the variable upsample_type the following kernel types will be selected, providing recL1PictureSamples as input and producing recL0UpsampledSamples as output:
If upsample_type is equal to 0 the Nearest sample upscaler described in subclause 8.7.1 shall be selected.
If upsample_type is equal to 1 the Bilinear upscaler described in subclause 8.7.2 shall be selected.
If upsample_type is equal to 2 the Bicubic upscaler described in subclause 8.7.3 shall be selected.
If upsample_type is equal to 3 the Modified Cubic upscaler described in subclause 8.7.4 shall be selected.
The general upscaler divide the picture to upscale in 2 areas: center area and border areas. For the Bilinear and Bicubic kernel the border area consists of four segments, Top, Left, Right and Bottom segments, while for the Nearest kernel consists of 2 segments; Right and Bottom. These segments are defined by the border-size parameter which is usually set to 2 samples (1 sample for nearest method). Figure 7 is describing the upscaler areas.


[bookmark: _Ref33711180][bookmark: _Toc34082087]Figure 7 — Diagram describing upsampler areas
Following the upscaling, if predicted_residual_mode_flag as derived in subclause 7.3.3.1 is equal to 1 process described in subclause 8.7.5 is invoked with inputs the (nCurrX)x(nCurrY) array recL0UpsampledSamples and the (nCurrS)x(nCurrS) array recL1PictureSamples specifying the combined intermediate picture samples of the current block and output is the (nCurrX)x(nCurrY) array recL0ModifiedUpsampledSamples of residuals with elements recModifiedUpsampledL0Samples [x][y]. Otherwise, if predicted_residual_mode_flag as derived in subclause 7.3.3.1 is equal to 0, recL0ModifiedUpsampledSamples [x][y] are set to be equal to recL0UpsampledSamples [x][y].
Depending on the values of the bitstream fields in global configuration as specified in 7.3.5, Table 9, the sample bit depth for L-2 is derived as follows:
If level1_depth_flag is equal to 1, the preliminary output picture samples are processed at the same bit depth as they are represented for the preliminary intermediate picture, following the processes described in clauses 8.8 and 8.9.
If level1_depth_flag is equal to 0, the output intermediate picture samples are converted depending on the value of a variable base_depth and a variable enhancement_depth, dervied as follows:
base_depth is assigned a value between 8 and 14, depending on the value of field base_depth_type as specified in Table 23;
enhancement_depth is assigned a value between 8 and 14, depending on the value of field base_depth_type as specified in Table 24;
If base_depth is equal to enhancement_depth, no further processing is required.
If enhancement_depth is greater than base_depth, the array recL0ModifiedUpsampledSamples is modified as follows:
	recL0ModifiedUpsampledSamples [x][y] = 
		recL0ModifiedUpsampledSamples [x][y] << (enhancement_depth - base_depth)
If base_depth is greater than enhancement_depth, the array recL0ModifiedUpsampledSamples is modified as follows:
	recL0ModifiedUpsampledSamples [x][y] = 
		recL0ModifiedUpsampledSamples [x][y] >> (base_depth - enhancement_depth)
[bookmark: _Toc34081951]Transform inputs and outputs, transform types, and residual samples derivation
[bookmark: _Toc32951981]Inputs to this process are:
a location (xTbP, yTbP) specifying the top-left sample of the current luma or chroma transform block relative to the top-left luma or chroma sample of the current picture. P can be related to either luma or chroma plane depending to which plane the transform coefficients belong,
a variable nTbS specifying the size of the current transform block (nTbS = 2 if transform_type is equal to zero and nTbS = 4 if transform_type is equal to 1),
an (nTbS)x(nTbS) array d of dequantized transform coefficients with elements d[x][y].
Output of this process is the (nTbS)x(nTbS) array R of residuals with elements R[x][y].
There are two types of transforms that can be used in the encoding process. Both leverage small kernels which are applied directly to the residuals that remain after the stage of applying Predicted Residuals (PRs). Figure 8 is a representation of how the residuals are transformed.


[bookmark: _Ref30956297][bookmark: _Toc30979047][bookmark: _Toc34082088]Figure 8 — Representation of how residuals are transformed
The (nTbS)x(nTbS) array R of residual samples is derived as follows:
Each (vertical) column of dequantized transform coefficients d[x][y] with x = 0…nTbS − 1, y = 0...nTbS − 1 is transformed to R[x][y] with x = 0...nTbS − 1, y = 0...nTbS − 1 by invoking the two-dimensional transformation process as specified in subclause 8.6.3 if nTbS is equal to 2 
Or
Each (vertical) column of dequantized transform coefficients d[x][y] with x = 0...nTbS − 1, y = 0...nTbS − 1 is transformed to R[x][y] with x = 0...nTbS − 1, y = 0...nTbS − 1 by invoking the two-dimensional transformation process as specified in subclause 8.6.4 if nTbS is equal to 4.
[bookmark: _Toc4633591][bookmark: _Toc4690155][bookmark: _Ref5465550][bookmark: _Toc34081952]2x2 directional decomposition transform
If nTbS is equal to 2 the transform has a 2x2 kernel which is applied to each 2x2 block of transform coefficients. The resulting residuals are derived as follows:
If scaling_mode_levelX (specified in subclause 7.4.3.3) for the corresponding enhancement sub-layer is equal to 0 or 2:
 {R00}   {                   {
 {R00}   { 1,  1,  1,  1 }   {C00}
 {R01} = { 1, −1,  1, −1 } * {C01}
 {R10}   { 1,  1, −1, −1 }   {C10}
 {R11}   { 1, −1, −1,  1 }   {C11}
 }R00}   }                   }	(27)
If scaling_mode_levelX (specified in subclause 7.4.3.3) for the corresponding enhancement sub-layer is equal to 1:
 { R00   {                   {    
 {R00}   { 1,  1,  1,  0 }   {C00}
 {R01} = { 1, −1, −1,  0 } * {C01}
 {R10}   { 0,  1, −1,  1 }   {C10}
 {R11}   { 0, −1, −1,  1 }   {C11}
 }R00}   }                   }	(28)
[bookmark: _Toc4633592][bookmark: _Toc4690156][bookmark: _Ref5465757][bookmark: _Toc34081953]4x4 directional decomposition transform
If nTbS is equal to 4 the transform has a 4x4 kernel which is applied to a 4x4 block of transform coefficients. The resulting residuals are derived as follows:
If scaling_mode_levelX (specified in subclause 7.4.3.3) for the corresponding enhancement sub-layer is equal to 0 or 2:
{R00}   {                                                                   {    
{R00}   { 1,  1,  1,  1,  1,  1,  1,  1,  1,  1,  1,  1,  1,  1,  1,  1 }   {C00}
{R01}   { 1,  1, −1, −1,  1,  1, −1, −1,  1,  1, −1, −1,  1,  1, −1, −1 }   {C01}
{R02}   { 1, −1,  1, −1,  1, −1,  1, −1,  1, −1,  1, −1,  1, −1,  1, −1 }   {C02}
{R03}   { 1, −1, −1,  1,  1, −1, −1,  1,  1, −1, −1,  1,  1, −1, −1,  1 }   {C03}
{R10}   { 1,  1,  1,  1,  1,  1,  1,  1, −1, −1, −1, −1, −1, −1, −1, −1 }   {C10}
{R11}   { 1,  1, −1, −1,  1,  1, −1, −1, −1, −1,  1,  1, −1, −1,  1,  1 }   {C11}
{R12}   { 1, −1,  1, −1,  1, −1,  1, −1, −1,  1, −1,  1, −1,  1, −1,  1 }   {C12}
{R13} = { 1, −1, −1,  1,  1, −1, −1,  1, −1,  1,  1, −1, −1,  1,  1, −1 } * {C13}
{R20}   { 1,  1,  1,  1, −1, −1, −1, −1,  1,  1,  1,  1, −1, −1, −1, −1 }   {C20}
{R21}   { 1,  1, −1, −1, −1, −1,  1,  1,  1,  1, −1, −1, −1, −1,  1,  1 }   {C21}
{R22}   { 1, −1,  1, −1, −1,  1, −1,  1,  1, −1,  1, −1, −1,  1, −1,  1 }   {C22}
{R23}   { 1, −1, −1,  1, −1,  1,  1, −1,  1, −1, −1,  1, −1,  1,  1, −1 }   {C23}
{R30}   { 1,  1,  1,  1, −1, −1, −1, −1, −1, −1, −1, −1,  1,  1,  1,  1 }   {C30}
{R31}   { 1,  1, −1, −1, −1, −1,  1,  1, −1, −1,  1,  1,  1,  1, −1, −1 }   {C31}
{R32}   { 1, −1,  1, −1, −1,  1, −1,  1, −1,  1, −1,  1,  1, −1,  1, −1 }   {C32}
{R33}   { 1, −1, −1,  1, −1,  1,  1, −1, −1,  1,  1, −1,  1, −1, −1,  1 }   {C33}
}R33}   }                                                                   }
	(29)
If scaling_mode_levelX (specified in subclause 7.4.3.3) for the corresponding enhancement sub-layer is equal to 1:
{R00}   {                                                                   {   
{R00}   { 1,  1,  1,  1,  1,  1,  1,  1,  0,  0,  1,  1,  0,  0,  1,  1 }   {C01}
{R01}   { 1,  1, −1, −1,  1,  1, −1, −1,  0,  0, −1, −1,  0,  0, −1, −1 }   {C02}
{R02}   { 1, −1,  1, −1,  1, −1,  1, −1,  0,  0,  1, −1,  0,  0,  1, −1 }   {C03}
{R03}   { 1, −1, −1,  1,  1, −1, −1,  1,  0,  0, −1,  1,  0,  0, −1,  1 }   {C04}
{R10}   { 0,  0,  1,  1,  0,  0,  1,  1,  1,  1, −1, −1,  1,  1, −1, −1 }   {C10}
{R11}   { 0,  0, −1, −1,  0,  0, −1, −1,  1,  1,  1,  1,  1,  1,  1,  1 }   {C11}
{R12}   { 0,  0,  1, −1,  0,  0,  1, −1,  1, −1, −1,  1,  1, −1, −1,  1 }   {C12}
{R13} = { 0,  0, −1,  1,  0,  0, −1,  1,  1, −1,  1, −1,  1, −1,  1, −1 } * {C13}
{R20}   { 1,  1,  1,  1, −1, −1, −1, −1,  0,  0,  1,  1,  0,  0, −1, −1 }   {C20}
{R21}   { 1,  1, −1, −1, −1, −1,  1,  1,  0,  0, −1, −1,  0,  0,  1,  1 }   {C21}
{R22}   { 1, −1,  1, −1, −1,  1, −1,  1,  0,  0,  1, −1,  0,  0, −1,  1 }   {C22}
{R23}   { 1, −1, −1,  1, −1,  1,  1, −1,  0,  0, −1,  1,  0,  0,  1, −1 }   {C23}
{R30}   { 0,  0,  1,  1,  0,  0, −1, −1,  1,  1, −1, −1, −1, −1,  1,  1 }   {C30}
{R31}   { 0,  0, −1, −1,  0,  0,  1,  1,  1,  1,  1,  1, −1, −1, −1, −1 }   {C31}
{R32}   { 0,  0,  1, −1,  0,  0, −1,  1,  1, −1, −1,  1, −1,  1,  1, −1 }   {C32}
{R33}   { 0,  0, −1,  1,  0,  0,  1, −1,  1, −1,  1, −1, −1,  1, −1,  1 }   {C33}
}R33}   }                                                                   }
	(30)
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Inputs to this process are the following:
variables srcX and srcY specifying the width and the height of the input array,
variables dstX and dstY specifying the width and the height of the output array,
a (srcX)x(srcY) array recInputSamples [x][y] of input samples, Outputs to this process are the following:
a (dstX)x(dstY) array recUpsampledSamples [x][y] of output samples,
The Nearest kernel performs upscaling by copying the current source sample onto the destination 2x2 grid. This is shown in Figure 9. The destination sample positions are calculated by doubling the index of the source sample on both axes and adding +1 to extend the range to cover 4 samples as shown in Figure 9.


[bookmark: _Ref30977681][bookmark: _Toc30979050][bookmark: _Toc34082089]Figure 9 — Nearest upsample kernel
The nearest sample kernel upscaler is applied as specified by the following ordered steps whenever (xCurr, yCurr) block belongs to the picture or to the the border area as specified in Figure 9.
If scaling_mode_levelX (specified in subclause 7.4.3.3) is equal to 1:
	for (ySrc = 0; ySrc < nCurrS; ++ySrc)
		yDst = ySrc
		for (xSrc = 0; xSrc < nCurrS; ++xSrc)
			xDst = xSrc << 1
			recUpsampledSamples[xDst][yDst] = recInputSamples[xSrc][ySrc]
			recUpsampledSamples[xDst + 1][yDst] = recInputSamples[xSrc][ySrc]
If scaling_mode_levelX (specified in subclause 7.4.3.3) is equal to 2:
	for (ySrc = 0; ySrc < nCurrS; ++ySrc)
		yDst = ySrc << 1
		for (xSrc = 0; xSrc < nCurrS; ++xSrc)
			xDst = xSrc << 1
			recUpsampledSamples[xDst][yDst] = recInputSamples[xSrc][ySrc]
			recUpsampledSamples[xDst][yDst + 1] = recInputSamples[xSrc][ySrc]
			recUpsampledSamples[xDst + 1][yDst] = recInputSamples[xSrc][ySrc]
[bookmark: _Ref5622467]			recUpsampledSamples[xDst + 1][yDst + 1] = recInputSamples[xSrc][ySrc]
[bookmark: _Ref33772124][bookmark: _Toc34081956]Bilinear upsampler kernel description
Bilinear upsampler kernel process inputs and outputs, process overview
Inputs to this process are the following:
variables srcX and srcY specifying the width and the height of the input array,
variables dstX and dstY specifying the width and the height of the output array,
a (srcX)x(srcY) array recInputSamples [x][y] of input samples.
Outputs to this process are the following:
a (dstX)x(dstY) array recUpsampledSamples [x][y] of output samples.
The Bilinear upsampling kernel consists of three main steps. The first step involves constructing a 2x2 grid of source samples with the base sample positioned at the bottom right corner. The second step involves performing the bilinear interpolation and the third step involves writing the interpolation result to the destination samples.
Source sample grid
[bookmark: _Ref5622482]The bilinear method performs the upsampling by considering the values of the nearest 3 samples to the base sample. The base sample is the source sample from which the address of the destination sample is derived. Figure 10 shows the source grid used in the kernel.


[bookmark: _Ref30977813][bookmark: _Toc30979051][bookmark: _Toc34082090]Figure 10 — Example of bilinear 2x2 source grid
Bilinear interpolation
The bilinear interpolation is a weighted summation of all the samples in the source grid. The weights employed are dependent on the destination sample being derived. The algorithm applies weights which are relative to the position of the source samples with respect to the position of the destination samples. If calculating the value for the top left destination sample, then the top left source sample will receive the largest weighting coefficient while the bottom right sample (diagonally opposite) will receive the smallest weighting coefficient, and the remaining two samples will receive an intermediate weighting coefficient. This is visualized in Figure 11.

[bookmark: _Ref5638394][bookmark: _Ref10220918]
[bookmark: _Ref30977915][bookmark: _Toc30979052][bookmark: _Toc34082091]Figure 11 — Bilinear coefficient derivation
Bilinear interpolation upsampler kernel description


[bookmark: _Ref30978001][bookmark: _Toc30979053][bookmark: _Toc34082092]Figure 12 — Bilinear upsample kernel
The bilinear kernel upscaler, as illustrated in Figure 12, is applied as specified by the following ordered steps below when (xCurr, yCurr) block does not belong to the border area as specified in Figure 7:
If scaling_mode_levelX (specified in subclause 7.4.3.3) is equal to 1:
	for (ySrc = 0; ySrc < nCurrS + 1; ++ySrc)
		for (xSrc = 0; xSrc < nCurrS + 1; ++xSrc)
			xDst = (xSrc << 1) − 1
			bilinear1D(recInputSamples[xSrc − 1][ySrc], recInputSamples[xSrc1][ySrc],
				recUpsampledSamples [xDst][ySrc], recUpsampledSamples [xDst + 1][ySrc])
If scaling_mode_levelX (specified in subclause 7.4.3.3) is equal to 2
	for (ySrc = 0; ySrc < nCurrS + 1; ++ySrc)
		yDst = (ySrc << 1) − 1
		for (xSrc = 0; xSrc < nCurrS + 1; ++xSrc)
			xDst = (xSrc << 1) − 1
			bilinear2D(recInputSamples[xSrc − 1][ySrc − 1], recInputSamples[xSrc][ySrc − 1],
				recInputSamples[xSrc − 1][ySrc], recInputSamples[xSrc][ySrc],
				recUpsampledSamples[xDst][ySrc], recUpsampledSamples [xDst + 1][ySrc],
				recUpsampledSamples[xDst][ySrc + 1], recUpsampledSamples[xDst + 1][ySrc + 1])
The bilinear kernel upscaler (described in Figure 12 is applied as specified by the following ordered steps below when (xCurr, yCurr) block belongs to the border area as specified in Figure 7:
If scaling_mode_levelX (specified in subclause 7.4.3.3) is equal to 1:
	for (ySrc = 0; ySrc < nCurrS + 1; ++ySrc)
		for (xSrc = 0; xSrc < nCurrS + 1; ++xSrc)
			xDst = (xSrc << 1) − 1
			xSrc0 = Max(xSrc − 1, 0);
			xSrc1 = Min(xSrc, srcWidth − 1)
			bilinear1D(recInputSamples[xSrc0][ySrc], recInputSamples[xSrc1][ySrc], dst00, dst10)
			if (xDst >= 0)
				recUpsampledSamples[xDst][ySrc] = dst00
			if (xDst < (dstWidth–1))
				recUpsampledSamples[xDst + 1][ySrc] = dst10
If scaling_mode_levelX (specified in subclause 7.4.3.3) is equal to 2:
	for (ySrc = 0; ySrc < nCurrS + 1; ++ySrc)
		yDst = (ySrc << 1) − 1
		ySrc0 = Max(ySrc − 1, 0)));
		ySrc1 = Min (ySrc, srcHeight − 1)))
		for (xSrc = 0; xSrc < nCurrS + 1; ++xSrc)
			xDst = (xSrc << 1) −1
			xSrc0 = Max(xSrc − 1, 0);
			xSrc1 = Min(xSrc, srcWidth − 1)
			bilinear2D(recInputSamples[xSrc0][ySrc0], recInputSamples[xSrc1][xSrc0],
				recInputSamples[xSrc0][ySrc1], recInputSamples[xSrc1][ySrc1], dst00, dst10, dst01, dst11)
The function bilinear1D (in00, in10, out00, out10) is applied as specified by the following ordered steps below:
in00x3 = in00 * 3
in10x3 = in10 * 3
out00 = ((in00x3 + in10 + 2) >> 2)
out10 = ((in00 + in10x3 + 2) >> 2)
The function bilinear2D (in00, in10, in01, in11, out00, out10, out01, out11) is applied as specified by the following ordered steps below:
in00x3 = in00 * 3
in10x3 = in10 * 3
in01x3 = in01 * 3
in11x3 = in11 * 3
in00x9 = in00x3 * 3
in10x9 = in10x3 * 3
in01x9 = in01x3 * 3
in11x9 = in11x3 * 3
out00 = ((in00x9 + in10x3 + in01x3 + in11 + 8) >> 4))
out10 = ((in00x3 + in10x9 + in01+ in11x3 + 8) >> 4))
out01 = ((in00x3 + in10 + in01x9 + in11x3 + 8) >> 4))
out11 = ((in00 + in10x3 + in01x3 + in11x9 + 8) >> 4))
[bookmark: _Ref33772145][bookmark: _Toc34081957]Cubic upsampler kernel description
Cubic upsampler kernel process inputs and outputs, process overview
Inputs to this process are the following:
variables srcX and srcY specifying the width and the height of the input array,
variables dstX and dstY specifying the width and the height of the output array,
a (srcX)x(srcY) array recInputSamples [x][y] of input samples.
Outputs to this process are a (dstX)x(dstY) array recUpsampledSamples [x][y] of output samples.
The Cubic upsampling kernel can be divided into three main steps. The first step involves constructing a 4x4 grid of source samples with the base sample positioned at the local index (2,2). The second step involves performing the bicubic interpolation and the third step involves writing the interpolation result to the destination samples.
Source sample grid
The Cubic upsampling kernel is performed by using a 4x4 source grid which is subsequently multiplied by a 4x4 kernel. During the generation of the source grid, any samples which fall outside the frame limits of the source frame are replaced with the value of the source samples at the boundary of the frame. This is visualized in Figure 13.


[bookmark: _Ref30978106][bookmark: _Toc30979054][bookmark: _Toc34082093]Figure 13 — Source grid for the cubic upsampler
[bookmark: _Ref5728061]Cubic interpolation
The kernel used for the Bicubic upsampling process typically have a 4x4 coefficient grid. However, the relative position of the destination sample with regards to the source sample will yield a different coefficient set, and since the upsampling is a factor of two, there will be 4 sets of 4x4 kernels used in the upsampling process. These sets are represented by a 4-dimensional grid of coefficients (2 x 2 x 4 x 4). The Bicubic coefficients are calculated from a fixed set of parameters; a core parameter (Bicubic parameter) of −0.6 and four spline creation parameters of [1.25, 0.25, −0.75 & −1.75]. The implementation of the filter is using fixed point math.
Cubic interpolation kernel description


[bookmark: _Ref31012113][bookmark: _Toc34082094]Figure 14 — Cubic upsampling algorithm
The cubic kernel upscaler (described in Figure 14) is applied on one direction (vertical and horizontal) at time and follows different steps if (xCurr, yCurr) block belongs to the border as specified in Figure 7.
Given a set of coefficients as follows:
kernel[y][x] = 
	  {
	  { −1382, 14285,  3942,  −461 }
	  {  −461,  3942, 14285, −1382 }
	  { −1280, 14208,  3840,  −384 }
	  {  −384,  3840, 14208, −1280 }
	  }		 (31)
where y = 0...1 are coefficients to be used with 10 bit samples and y = 2...3 to be used with 8 bits samples.
kernelOffset is equal to 4.
kernelSize is equal to 4.
if (Horizontal) {
	for (y = 0; y < nCurrS; y++)
		for (xSrc = 0; xSrc < nCurrS + 1; xSrc++)
			ConvolveHorizontal(recInputSamples, recUpsampledSamples, xSrc, y, kernel[is8Bit * 2])
} else if (Vertical) {
	dstHeightM1 = dstHeight – 1
	for (ySrc = 0; ySrc < nCurrS + 1; ySrc++)
		yDst = (ySrc << 1) − 1
		if (border) {
			yDst0 = ((yDst > 0)&&(yDst < dstHeight)) ? yDst : −1
			yDst1 = ((yDst + 1) < dstHeightM1) ? yDst + 1 : −1
		} else {
			yDst0 = yDst
			yDst1 = (yDst + 1)
		}
		for (x = 0; x < nCurrS; x++)
ConvolveVertical(recInputSamples, recUpsampledSamples, yDst0, yDst1, x, ySrc,
	kernel[is8Bit * 2])
}
The function ConvolveHorizontal(input, output, x, y, kernel, border) is applied as specified by the following ordered steps below:
xDst = (x << 1) − 1;
if (border)
	dstWidthM1 = dstWidth − 1
if (xDst >= 0 && xDst < dstWidth)
	output[xDst][y] = ConvolveHorizontal (kernel[0], input[x + kernelOffset][y] , 14);
if (xDst < dstWidthM1)
	output [xDst + 1][y] = ConvolveHorizontal(kernel[1], input[x + kernelOffset][y]) , 14)
else
	output [xDst][y] = ConvolveHorizontal (kernel[0], input[x + kernelOffset][y] , 14)
	output [xDst + 1][y] = ConvolveHorizontal (kernel[1], input[x + kernelOffset][y] , 14)
The function ConvolveVertical (input, output, yDst0, yDst1, x, ySrc, kernel) is applied as specified by the following ordered steps below:
if (border)
	dstWidthM1 = dstWidth − 1
if (yDst0 >= 0)
	output[x][yDst0] = ConvolveHorizontal (kernel[0], input[x][y + kernelOffset] , 14)
if (yDst0 >= 0)
	output [x][yDst] = ConvolveHorizontal(kernel[1], input[x][y + kernelOffset]) , 14)
else
	output [x][yDst0] = ConvolveHorizontal (kernel[0], input[x + kernelOffset][y] , 14)
	output [x][yDst1] = ConvolveHorizontal (kernel[1], input[x + kernelOffset][y], 14)
The function output = ConvolveHorizontal (kernel, input, shift) is applied as specified by the following ordered steps below:
accumulator = 0
for (int32_t x = 0; x < kernelSize; x++)
accumulator += input[x] * kernel[x]
offset = 1 << (shift − 1)
output = ((accumulator + offset) >> shift)
[bookmark: _Ref33704440][bookmark: _Toc34081958][bookmark: _Ref5622489]Modified Cubic upsampler kernel description
Inputs to this process are the following:
variables srcX and srcY specifying the width and the height of the input array,
variables dstX and dstY specifying the width and the height of the output array,
a (srcX)x(srcY) array recInputSamples [x][y] of input sample
Outputs to this process are the following:
a (dstX)x(dstY) array recUpsampledSamples [x][y] of output samples,
The implementation of the Modified Cubic filter is using fixed point math and the process is the same described in subclause 8.7.3.3, but with the following kernel coefficients:
kernel[y][x] = 
	{
	{ −2360, 15855,  4165, −1276 }
	{ −1276,  4165, 15855, −2360 }
	{ −2360, 15855,  4165, −1276 }
	{ −1276,  4165, 15855, −2360 }
	}		 (32)
where y = 0...1 are coefficients to be used with 10 bit samples and y = 2...3 to be used with 8 bits samples.
kernelOffset is equal to 4.
kernelSize is equal to 4.
[bookmark: _Ref5805551][bookmark: _Toc34081959]Predicted residual process description
Inputs to this process are the following:
variables srcX and srcY specifying the width and the height of the lower resolution array,
variables dstX and dstY specifying the width and the height of the upsampled arrays, 
a (srcX)x(srcY) array recLowerResSamples [x][y] of samples that were provided as input to the upscaling process,
a (dstX)x(dstY) array recUpsampledSamples [x][y] of samples that were output of the uscaling process,
Outputs to this process are the following:
a (dstX)x(dstY) array recUpsampledModifiedSamples [x][y] of output samples,
The predicted residual process is modifying recUpsampledSamples using a 2x2 grid if scaling_mode_levelX is equal to 2 and using a 2x1 grid if scaling_mode_levelX is equal to 1. The predicted residual process is not applied if scaling_mode_levelX is equal to 0.
The predicted residual process is applied as specified by the following ordered steps whenever (xCurr, yCurr) block belongs to the picture or to the the border area as specified in Figure 7:
If scaling_mode_levelX (specified in subclause 7.4.3.3) is equal to 1:
	for (ySrc = 0; ySrc < srcY; ySrc++)
		yDst = ySrc
		for (xSrc = 0; xSrc < srcX; xSrc++)
			xDst = xSrc << 1
			modifier = recLowerResSamples[xSrc][ySrc] – (recUpsampledSamples[xDst][yDst] + 
				recUpsampledSamples[xDst + 1][yDst]) >> 1
			recModifiedUpsampledSamples[xDst][yDst] = recUpsampledSamples[xDst][yDst] + modifier
			recModifiedUpsampledSamples[xDst + 1][yDst] = recUpsampledSamples[xDst + 1][yDst] + 
				modifier
· If scaling_mode_levelX (specified in subclause 7.4.3.3) is equal to 2
	for (ySrc = 0; ySrc < srcY; ySrc++)
		yDst = ySrc << 1
		for (xSrc = 0; xSrc < srcX; xSrc++)
			xDst = xSrc << 1
			modifier = recLowerResSamples[xSrc][ySrc] –
				(recUpsampledSamples[xDst][yDst] + 
				recUpsampledSamples[xDst + 1][yDst] + 
				recUpsampledSamples[xDst][yDst + 1] + 
				recUpsampledSamples[xDst + 1][yDst + 1]) >> 2
			recModifiedUpsampledSamples [xDst][yDst] = recUpsampledSamples[xDst][yDst] + modifier
			recModifiedUpsampledSamples [xDst][yDst + 1] = recUpsampledSamples[xDst + 1][yDst] + 
				modifier
			recModifiedUpsampledSamples [xDst + 1][yDst] = recUpsampledSamples[xDst][yDst + 1] + 
				modifier
			recModifiedUpsampledSamples [xDst + 1][yDst + 1] = recUpsampledSamples[xDst + 1][yDst + 1] + 
				modifier
[bookmark: _Toc4633596][bookmark: _Toc4690160][bookmark: _Ref5122397][bookmark: _Ref33193044][bookmark: _Ref33978798][bookmark: _Ref33978808][bookmark: _Ref33978898][bookmark: _Toc34081960]Decoding process for the residual reconstruction
[bookmark: _Toc34081961]Reconstructed residual of each block derivation
The reconstructed residual of each block is derived as follows:
The variable nCbSL is set equal to 2 if transform_type or 4 if transform_type is equal to 1 (subclause 7.3.3.1). The variable nCbSC is set equal to nCbSL >> 1.
If IdxPlanes is equal to 0 the residual reconstruction process for a colour component as specified in subclause 8.8.2 and subclause 8.8.3 is invoked with the luma coding block location (xCb, yCb), the variable nCurrS set equal to nCbSL, and the variable IdxPlanes set equal to 0 as input.
If IdxPlanes is equal to 1 the residual reconstruction process for a colour component as specified in subclause 8.8.2 and 8.8.3 is invoked with the the chroma coding block location (xCb >> ShiftWidthC, yCb >>  ShiftHeightC), the variable nCurrS set equal to nCbSC, and the variable IdxPlanes set equal to as inputs.
Where ShiftWidthC and ShiftHeightC are specified in subclause 6.2.
[bookmark: _Ref5577547][bookmark: _Ref5621464][bookmark: _Ref5621683][bookmark: _Ref5626837][bookmark: _Toc34081962][bookmark: _Ref5577570][bookmark: _Toc4633597][bookmark: _Toc4690161][bookmark: _Ref5577382]Residual reconstruction for L-1 block
[bookmark: _Toc4633598][bookmark: _Toc4690162][bookmark: _Ref5576550]Inputs to this process are:
a location (xCurr, yCurr) specifying the top-left sample of the current block relative to the top‑left sample of the current picture component,
a variable IdxPlanes specifying the colour component of the current block,
a variable nCurrS specifying the size of the residual block,
an (nCurrS)x(nCurrS) array recL1BaseSamples specifying the preliminary intermediate picture reconstructed samples of the current block as specifyied in 8.10,
an (nCurrS)x(nCurrS) array resL1FilteredResiduals specifying the L-1 filtered residuals of the current block.
Output of this process is the combined intermediate picture (nCurrS)x(nCurrS) array recL1Samples with elements recL1Samples [x][y].
The (nCurrS)x(nCurrS) block of the reconstructed sample array recL1Samples at location (xCurr, yCurr) is derived as follows:
recL1Samples [xCurr + i][yCurr + j] = recL1BaseSamples[i][j] + resL1FilteredResiduals [i][j]	(33)
	with i = 0 ... nCurrS − 1, j = 0 ... nCurrS – 1
The upscaling process for a colour component as specified in subclause 8.7 is invoked with the location (xCurr, yCurr), the transform block size nTbS, the (nCurrS)x(nCurrS) array recL1Samples, the variables srcWidth and srcHeight specifying the size of the reconstructed base picture, the variables dstWidth and dstHeight specifying the width and the height of the upscaled resulting picture, and the variable is8Bit equal to 1 if enhancement_depth_type (subclause 7.4.3.3) is equal to 0 as inputs.
[bookmark: _Toc31381802][bookmark: _Toc34081963][bookmark: _Ref5627046]Residual reconstruction for L-2 block
[bookmark: _Ref316242915][bookmark: _Toc317198805][bookmark: _Toc415475925][bookmark: _Toc423599200][bookmark: _Toc423601704][bookmark: _Toc501130201][bookmark: _Toc503777905]Inputs to this process are:
a location (xCurr, yCurr) specifying the top-left sample of the current block relative to the top‑left sample of the current picture component,
a variable IdxPlanes specifying the colour component of the current block,
an (nCurrS)x(nCurrS) array recL0ModifiedUpscaledSamples specifying the preliminary output picture samples of the current block,
an (nCurrS)x(nCurrS) array resL0Residuals specifying the L-2 residuals of the current block.
Output of this process is the (nCurrS)x(nCurrS) array recL0PictureSamples of combined output picture samples with elements recL0PictureSamples [x][y].
[bookmark: _Toc533185204][bookmark: _Toc533185209][bookmark: _Ref5576433][bookmark: _Toc4633599][bookmark: _Toc4690163][bookmark: _Ref5122405]The (nCurrS)x(nCurrS) block of the reconstructed sample array recL0PictureSamples at location (xCurr, yCurr) is derived as follows:
recL0PictureSamples [xCurr + i][yCurr + j] = recL0ModifiedUpscaledSamples [i][j] + resL0Residuals [i][j]	(34)
	with i = 0 ... nCurrS − 1, j = 0 ... nCurrS – 1
If dithering_type as derived in subclause 7.4.3.4 is not equal to 0, the process as specified in sub-clause 8.12 is invoked with the location (xCurr, yCurr), the (nCurrS)x(nCurrS) array recL0PictureSamples.
[bookmark: _Ref5887497][bookmark: _Ref5890427][bookmark: _Toc34081964]Decoding process for the L-1 filter
[bookmark: _Toc34081965]L-1 residual filter overview
One in-loop filter, namely L-1 residual filter, is applied on the L-1 residual surface block before they are being added to the base reconstructed picture. The L-1 filter operates only if the variable transform_type specified in subclause 7.4.3.2 is equal to 1. The L-1 filter operates on each 4x4 block of transformed residuals by applying a mask whose weights are structured as follows:
{
{ α, β, β, α }
{ β, 1, 1, β }
{ β, 1, 1, β }
{ α, β, β, α }
}		(35)
[bookmark: _Toc34081966]Decoding process for filtering L-1 block
Inputs to this process are:
a sample location (xTb0, yTb0) specifying the top-left sample of the current transform block relative to the top‑left sample of the current picture,
an array resL1Residuals of a size 4x4 specifying residuals for enhancement sub-layer 1,
Output to this process is the 4x4 array of the residual resL1FilteredResiduals with elements resL1FilteredResiduals[x][y].
In-loop filter L-1 residual filter is applied as specified by the following ordered steps:
1. A variable deblockEnabled, α and β are derived as follows (as described in subclause 7.3.5):
deblockEnabled = level1_filtering_enabled_flag
if (level_1_filtering_signalled_flag)
α = 16 − level_1_filtering_first_coefficient	(36)
β = 16 − level_1_filtering_second_coefficient	(37)
else
α = 16
β = 16
If deblockEnabled is true, the following steps are applied given the residual representation in Figure 8:
resL1FilteredResiduals[0][0] = (resL1Residuals[0][0] * α) >> 4
resL1FilteredResiduals[0][3] = (resL1Residuals[0][3] * α) >> 4
resL1FilteredResiduals[3][0] = (resL1Residuals[3][0] * α) >> 4
resL1FilteredResiduals[3][3] = (resL1Residuals[3][3] * α) >> 4
resL1FilteredResiduals[0][1] = (resL1Residuals[0][1] * β) >> 4
resL1FilteredResiduals[0][2] = (resL1Residuals[0][2] * β) >> 4
resL1FilteredResiduals[1][0] = (resL1Residuals[1][0] * β) >> 4
resL1FilteredResiduals[2][0] = (resL1Residuals[2][0] * β) >> 4
resL1FilteredResiduals[1][3] = (resL1Residuals[1][3] * β) >> 4
resL1FilteredResiduals[2][3] = (resL1Residuals[2][3] * β) >> 4
resL1FilteredResiduals[3][1] = (resL1Residuals[3][1] * β) >> 4
resL1FilteredResiduals[3][2] = (resL1Residuals[3][2] * β) >> 4
resL1FilteredResiduals[1][1] = resL1Residuals[1][1]
resL1FilteredResiduals[1][2] = resL1Residuals[1][2]
resL1FilteredResiduals[2][1] = resL1Residuals[2][1]
resL1FilteredResiduals[2][2] = resL1Residuals[2][2]	(38)
otherwise:
resL1FilteredResiduals[0][0] = resL1Residuals[0][0]
resL1FilteredResiduals[0][3] = resL1Residuals[0][3]
resL1FilteredResiduals[3][0] = resL1Residuals[3][0]
resL1FilteredResiduals[3][3] = resL1Residuals[3][3]
resL1FilteredResiduals[0][1] = resL1Residuals[0][1]
resL1FilteredResiduals[0][2] = resL1Residuals[0][2]
resL1FilteredResiduals[1][0] = resL1Residuals[1][0]
resL1FilteredResiduals[2][0] = resL1Residuals[2][0]
resL1FilteredResiduals[1][3] = resL1Residuals[1][3]
resL1FilteredResiduals[2][3] = resL1Residuals[2][3]
resL1FilteredResiduals[3][1] = resL1Residuals[3][1]
resL1FilteredResiduals[3][2] = resL1Residuals[3][2]
resL1FilteredResiduals[1][1] = resL1Residuals[1][1]
resL1FilteredResiduals[1][2] = resL1Residuals[1][2]
resL1FilteredResiduals[2][1] = resL1Residuals[2][1]
resL1FilteredResiduals[2][2] = resL1Residuals[2][2]	(39)
[bookmark: _Ref5621816][bookmark: _Toc34081967]Decoding process for base decoder data extraction
Inputs to this process are:
a location (xCurr, yCurr) specifying the top-left sample of the current block relative to the top‑left sample of the current picture component,
a variable IdxBaseFrame specifying the base decoder picture buffer frame from which to read the samples,
a variable IdxPlanes specifying the colour component of the current block.
Output of this process is the (nCurrX)x(nCurrY) array recDecodedBaseSamples of picture samples with elements recDecodedBaseSamples [x][y].
The process is reading the block of sample (nCurrS)x(nCurrS) from the location (xCurr, yCurr) and the frame pointed by the variable IdxBaseFrame. The blocks are read in raster order.
The sample block size nCurrX and nCurrY are derived as follows:
nCurrX = (IdxPlanes == 0) ? nCurrX : nCurrX >> ShiftWidthC	(40)
nCurrY = (IdxPlanes == 0) ? nCurrY : nCurrY >> ShiftHeightC	(41)
[bookmark: _Ref33193286][bookmark: _Toc34081968]Decoding process for dither filter
Inputs to this process are:
a location (xCurr, yCurr) specifying the top-left sample of the current block relative to the top‑left sample of the current picture component,
an (nCurrS)x(nCurrS) array recL0PictureSamples specifying the reconstructed combined output picture samples,
Output of this process is the (nCurrS)x(nCurrS) array recL0DitheredPictureSamples of residuals with elements recL0DitheredPictureSamples [x][y].
If dithering_type is equal 1 (uniform dither), the (nCurrS)x(nCurrS) block of the reconstructed sample array recL0DitheredPictureSamples at location (xCurr, yCurr) is derived as follows:
recL0DitheredPictureSamples [xCurr + i][yCurr + j] = recL0PictureSamples [i][j] + rand(i,j)	(42)
with i = 0…nCurrS − 1, j = 0…nCurrS – 1. rand(i,j) is pseudo_random number in the range [−dithering_strength,+dithering_strength] with dithering_strength as derived in subclause 7.4.5.
[bookmark: _Toc34081969]Parsing process
[bookmark: _Ref33703503][bookmark: _Toc34081970]Parsing process inputs and outputs, process overview
[bookmark: _Ref33704942][bookmark: _Ref33707480][bookmark: _Toc34081971]Parsing process for entropy encoded transform coefficients
Inputs to this process are the bits belonging to chunks of data containing the entropy encoded transform coefficients derived from the process described in clause 8.3.
If tile_dimensions_type is equal to 0, for each chunk the following information is provided:
a variable surfaces[planeIdx][levelIdx][layerIdx].rle_only_flag specifying if the Prefix Coding decoder is needed,
a variable surfaces[planeIdx][levelIdx][layerIdx].size specifying the size of the chunk of data,
a variable surfaces[planeIdx][levelIdx][layerIdx].data specifying the beginning of the chunk.
Where planeIdx, levelIdx and layerIdx indicate the plane, enhancement sub-layer and coefficient group to which the chunk belongs.
Outputs of this process are entropy decoded quantized transform coefficients to be used as input for processes described in subclause 8.3.4  and in subclause 8.3.5, in the order described in Figure 4 and the clause 8.3.
If tile_dimensions_type is not equal to 0, and the following information is provided for each chunk:
a variable surfaces[planeIdx][levelIdx][layerIdx].tiles pointing to the tiles of the decoded picture.
a variable surfaces[planeIdx][levelIdx][layerIdx].rle_only_flag specifying if the Prefix Coding decoder is needed for all tiles.
In this case, a chunk of data is further split to smaller chunks of data, which are termed as tiles. For each tile the following information are provided:
a variable surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].size specifying the size of the chunk of tile data;
a variable surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].data specifying the beginning of the chunk.
Where planeIdx, levelIdx, layerIdx and tileIdx indicate the plane, enhancement sub-layer, coefficient group and tile to which the chunk belongs.
Outputs of this process are entropy decoded quantized transform coefficients to be used as input for processes described in subclause 8.3.4 and in subclause 8.3.5, in the order described in Figure 5 and the clause 8.3.
The entropy decoder consists of two components:
Prefix Coding decoder.
Run Length decoder.
The general process is described in Figure 15.


[bookmark: _Ref33715546][bookmark: _Toc34082095]Figure 15 — Generic entropy decoder
[bookmark: _Ref33705036][bookmark: _Ref33707550][bookmark: _Toc34081972]Parsing process for entropy encoded temporal signal coefficient group
Inputs to this process are the bits belonging to chunks of data containing the entropy encoded temporal signal coefficient group derived from the process described in clause 8.3.
If tile_dimensions_type is equal to 0, for each chunk the following information are provided:
a variable temporal_surfaces[planeIdx].rle_only_flag specifying if the Prefix Coding decoder is needed,
a variable temporal_surfaces[planeIdx].size specifying the size of the chunk of data,
a variable temporal_surfaces[planeIdx].data specifying the beginning of the chunk.
Where planeIdx indicates the plane to which the chunk belongs.
The output of this process is an entropy decoded temporal signal coefficient group to be stored in TempSigSurface, as described in subsection subclause 9.3.4.
If tile_dimensions_type is not equal to 0, the following information is provided for each chunk:
a variable temporal_surfaces[planeIdx].tiles pointing to the tiles of the decoded picture;
a variable temporal_surfaces[planeIdx].rle_only_flag specifying if the Prefix Coding decoder is needed for all tiles.
In this case, a chunk of data is further split to smaller chunks of data, which are termed as tiles. For each tile the following information are provided:
a variable temporal_surfaces[planeIdx].tiles[tileIdx].size specifying the size of the chunk of tile data;
a variable temporal_surfaces[planeIdx].tiles[tileIdx].data specifying the beginning of the chunk.
Where planeIdx and tileIdx indicate the plane and tile to which the chunk belongs.
The output of this process is an entropy decoded temporal signal coefficient group to be stored in TempSigSurface as described in subsection 9.3.4.
The entropy decoder consists of two components:
Prefix Coding decoder.
Run Length decoder.
[bookmark: _Toc33718469][bookmark: _Toc33720059][bookmark: _Toc33720824][bookmark: _Toc33723040][bookmark: _Toc33725377][bookmark: _Toc33730494][bookmark: _Toc33718470][bookmark: _Toc33720060][bookmark: _Toc33720825][bookmark: _Toc33723041][bookmark: _Toc33725378][bookmark: _Toc33730495][bookmark: _Toc31031238][bookmark: _Toc31054749][bookmark: _Toc31142324][bookmark: _Toc31142577][bookmark: _Toc31142934][bookmark: _Toc31146394][bookmark: _Toc31203057][bookmark: _Toc31239178][bookmark: _Toc31321874][bookmark: _Toc31376862][bookmark: _Toc31378624][bookmark: _Toc31378783][bookmark: _Toc31381333][bookmark: _Toc31381492][bookmark: _Toc31381652][bookmark: _Toc31381811][bookmark: _Toc31381970][bookmark: _Toc31382128][bookmark: _Toc31382383][bookmark: _Toc31385023][bookmark: _Ref14987961][bookmark: _Toc34081973]Prefix Coding decoder
[bookmark: _Ref33700334][bookmark: _Toc34081974]Prefix Coding decoder description
If variable rle_only is equal to 1, the Prefix Coding decoder process is skipped, and the process described in subclause 9.3 is invoked. If variable rle_only_flag is equal to 0 the Prefix Coding decoder is applied as specified by the following ordered steps:
1. Initialize the Prefix Coding decoder by reading the code lengths from the stream header size.
If there are more than 31 non-zero values the stream header is as specified in Figure 16


[bookmark: _Ref31011599][bookmark: _Toc34082096]Figure 16 — Prefix Coding decoder stream header for more than 31 non-zeros codes
Otherwise the stream header is as specified in Figure 17:


[bookmark: _Ref31012641][bookmark: _Toc34082097]Figure 17 — Prefix Coding decoder normal case
In the special case for which the frequencies are all zero, the stream header is specified in Figure 18:


[bookmark: _Ref31383174][bookmark: _Toc34082098]Figure 18 — Special case: Prefix Coding decoder stream header frequencies all zeros
In the special case where there is only one code in the Prefix Coding tree the stream header is specified in Figure 19:


[bookmark: _Ref31383198][bookmark: _Toc34082099]Figure 19 — Special case: only one code in the Prefix Coding tree
1. The following step:
Set code lengths for each symbol
Assign codes to symbols from the code lengths
Generate a table for searching the subsets of codes with identical lengths. Each element of the table records the first index of a given length and the corresponding code (firstIdx, firstCode).
[bookmark: _Toc34081975]Prefix Coding decoder table generation
Table generation of table at point c) or the step 3 is applied as specified by the following ordered steps:
To find a Prefix Coding Code for a given set of symbols a Prefix Coding tree needs to be created. First the symbols are sorted by frequency, for example, as shown in Table 36:
[bookmark: _Ref31013101][bookmark: _Toc34082193]Table 36 — Symbols sorted by frequency
	Symbol
	Frequency

	A
	3

	B
	8

	C
	10

	D
	15

	E
	20

	F
	43


The two lowest elements are removed from the list and made into leaves, with a parent node that has a frequency the sum of the two lower element’s frequencies. The partial tree is shown in Figure 20:


[bookmark: _Ref31012958][bookmark: _Toc34082100]Figure 20 — Partial tree
And the new sorted frequency list is as shown in Table 37:
[bookmark: _Ref31013567][bookmark: _Toc34082194]Table 37 — New sorted frequency
	Symbol
	Frequency

	C
	10

	*
	11

	D
	15

	E
	20

	F
	43


Then the loop is repeated, combining the two lowest elements, as shown in Figure 21:


[bookmark: _Ref31013666][bookmark: _Toc34082101]Figure 21 — Repeated loop, showing two lowest elements combined
The new list is as shown in Table 38:
[bookmark: _Ref31013835][bookmark: _Toc34082195]Table 38 — Updated sorted frequency
	Symbol
	Frequency

	D
	15

	E
	20

	*
	21

	F
	43


This is repeated until only one element remains in the list, as shown in Figure 22, Table 39, Figure 23, Table 40, Figure 24 and Table 41.


[bookmark: _Ref31014025][bookmark: _Ref31014016][bookmark: _Toc34082102]Figure 22 — Loop repeated
[bookmark: _Ref31014476][bookmark: _Ref31014469][bookmark: _Toc34082196]Table 39 — Update sorted frequency
	Symbol
	Frequency

	*
	21

	*
	35

	F
	43





[bookmark: _Ref31014380][bookmark: _Toc34082103]Figure 23 — Loop repeated
[bookmark: _Ref31014504][bookmark: _Toc34082197]Table 40 — Updated sorted frequency
	Symbol
	Frequency

	F
	43

	*
	56



[image: ]
[bookmark: _Ref31014386][bookmark: _Toc34082104]Figure 24 — Loop process completion
[bookmark: _Ref31014520][bookmark: _Toc34082198]Table 41 — One item remaining in list
	Symbol
	Frequency

	*
	99



Once the tree is built, to generate the Prefix Coding code for a symbol the tree is traversed from the root to this symbol, appending a 0 each time a left branch is taken and a 1 each time a right branch is taken. In the example above this gives the following code, as specified in Table 42:
[bookmark: _Ref31014900][bookmark: _Toc34082199]Table 42 — Resulting Prefix Coding code
	Symbol
	Code
	Code length

	A
	1010
	4

	B
	1011
	4

	C
	100
	3

	D
	110
	3

	E
	111
	3

	F
	0
	1


The code length of a symbol is the length of its corresponding code. To decode a Prefix Coding code, the tree is traversed beginning at the root, taking a left path if a 0 is read and a right path if a 1 is read. The symbol is found when reaching a leaf.
[bookmark: _Ref33700993][bookmark: _Toc34081976]Prefix Coding decoder for tile data sizes
[bookmark: _Ref33706624]Prefix Coding decoder overview
The decoder reads the Prefix Coding encoded data size of each tile byte by byte. By construction the state of the first byte of data is guaranteed to be LSB Prefix Code state. The decoder uses the state machine shown in Figure 25 to determine the state of the next byte of data. The state tells the decoder how to interpret the current byte of data as described in subclause 9.2.3.2, and shown in Figure 25.


[bookmark: _Ref31015041][bookmark: _Toc34082105]Figure 25 — Prefix Coding decoder state machine
[bookmark: _Ref33050565]Prefix Coding decoder description
The Prefix Coding has 2 states:
LSB Prefix Coding state: this context encodes the 7 less significant bits of a non-zero value. In this state a byte is divided as shown in Figure 26.

 
[bookmark: _Ref31015182][bookmark: _Toc34082106]Figure 26 — Prefix Coding encoding of a byte for LSB Prefix Coding state
The overflow bit is set if the value does not fit within 7 bits of data. When the overflow bit is set, the state of the next byte will be MSB Prefix Coding state.
MSB Prefix Coding state: this state encodes bits 8 to 15 of values that do not fit within 7 bits of data. Run Length encoding of a byte for MSB Prefix Coding state is shown in Figure 27.


[bookmark: _Ref31015528][bookmark: _Toc34082107]Figure 27 — Run Length encoding of a byte for MSB Prefix Coding state
A frequency table is created for each state for use by the Prefix Coding encoder.
If this process is invoked with surfaces referring to entropy encoded transform coefficients, the decoded values are stored into a temporary buffer tmp_size_per_tile of size nTilesL1 or nTilesL2 (respectively, number of tiles for enhancement sub-layer 1 and sub-layer 2, as derived in subclause 8.3.3), and get mapped to surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].size as follows (planeIdx, levelIdx, layerIdx, and tileIdx have been already specified in subclause 9.1.1):
if (levelIdx == 1)
	nTiles = nTilesL1
else
	nTiles = nTilesL2
if (compression_type_size_per_tile == 2) {
	for (tileIdx = 1; tileIdx < nTiles; tileIdx++) {
		tmp_size_per_tile[tileIdx] += tmp_size_per_tile[tileIdx – 1]
	}
}
for (tileIdx = 0; tileIdx < nTiles; tileIdx++) {
	temporal_surfaces[planeIdx].tiles[tileIdx].size = tmp_size_per_tile[tileIdx]
}
If this process is invoked with temporal_surfaces referring to an entropy encoded transform signal coefficient group, the decoded values are stored into a temporary buffer tmp_size_per_tile of size nTilesL2 (as derived in subclause 8.3.3) and get mapped to temporal_surfaces[planeIdx].tiles[tileIdx].size as follows (planeIdx and tileIdx have been already specified in subclause 9.1.2):
if (compression_type_size_per_tile == 2) {
	for (tileIdx = 1; tileIdx < nTilesL2; tileIdx++) {
		tmp_size_per_tile[tileIdx] += tmp_size_per_tile[tileIdx – 1]
	}
}
for (tileIdx = 0; tileIdx < nTilesL2; tileIdx++) {
	temporal_surfaces[planeIdx].tiles[tileIdx].size = tmp_size_per_tile[tileIdx]
}
[bookmark: _Ref21022282][bookmark: _Toc21106082][bookmark: _Toc34081977]Prefix Coding decoder for last bit symbol offset per tile
The same Prefix Coding decoding process as described in subclause 9.2.3 shall be used.
If this process is invoked with surfaces referring to entropy encoded transform coefficients, the decoded values are stored into a temporary buffer tmp_decoded_tile_prefix_last_symbol_bit_offset of size nTilesL1 or nTilesL2 (respectively, number of tiles for enhancement sub-layer 1 and sub-layer 2 as derived in subclause 8.3.3) and get mapped to surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx]. Prefix_last_symbol_bit_offset as follows (planeIdx, levelIdx, layerIdx and tileIdx have been already specified in subclause 9.1.1):
if (levelIdx == 1)
	nTiles = nTilesL1
else
	nTiles = nTilesL2
for (tileIdx = 0; tileIdx < nTiles; tileIdx++) {
	surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].prefix_last_symbol_bit_offset = 
		tmp_decoded_tile_prefix_last_symbol_bit_offset[tileIdx]
} 
If this process is invoked with temporal_surfaces referring to an entropy encoded transform signal coefficient group, the decoded values are stored into a temporary buffer tmp_decoded_tile_prefix_last_symbol_bit_offset of size nTilesL2 (as derived in subclause 8.3.3) and get mapped to temporal_surfaces[planeIdx].tiles[tileIdx].prefix_last_symbol_bit_offset as follows (planeIdx and tileIdx have been already specified in subclause 9.1.2):
for (tileIdx = 0; tileIdx < nTilesL2; tileIdx++) {
	temporal_surfaces[planeIdx].tiles[tileIdx].prefix_last_symbol_bit_offset = 
		tmp_decoded_tile_prefix_last_symbol_bit_offset[tileIdx]
}
[bookmark: _Toc21106083][bookmark: _Toc33720066][bookmark: _Toc33720831][bookmark: _Toc33723047][bookmark: _Toc33725384][bookmark: _Toc33730501][bookmark: _Toc33720067][bookmark: _Toc33720832][bookmark: _Toc33723048][bookmark: _Toc33725385][bookmark: _Toc33730502][bookmark: _Toc33720068][bookmark: _Toc33720833][bookmark: _Toc33723049][bookmark: _Toc33725386][bookmark: _Toc33730503][bookmark: _Toc33720069][bookmark: _Toc33720834][bookmark: _Toc33723050][bookmark: _Toc33725387][bookmark: _Toc33730504][bookmark: _Toc33720070][bookmark: _Toc33720835][bookmark: _Toc33723051][bookmark: _Toc33725388][bookmark: _Toc33730505][bookmark: _Toc33720071][bookmark: _Toc33720836][bookmark: _Toc33723052][bookmark: _Toc33725389][bookmark: _Toc33730506][bookmark: _Toc33720072][bookmark: _Toc33720837][bookmark: _Toc33723053][bookmark: _Toc33725390][bookmark: _Toc33730507][bookmark: _Toc33720073][bookmark: _Toc33720838][bookmark: _Toc33723054][bookmark: _Toc33725391][bookmark: _Toc33730508][bookmark: _Toc33720074][bookmark: _Toc33720839][bookmark: _Toc33723055][bookmark: _Toc33725392][bookmark: _Toc33730509][bookmark: _Toc33720075][bookmark: _Toc33720840][bookmark: _Toc33723056][bookmark: _Toc33725393][bookmark: _Toc33730510][bookmark: _Toc33720076][bookmark: _Toc33720841][bookmark: _Toc33723057][bookmark: _Toc33725394][bookmark: _Toc33730511][bookmark: _Toc33720077][bookmark: _Toc33720842][bookmark: _Toc33723058][bookmark: _Toc33725395][bookmark: _Toc33730512][bookmark: _Toc33720078][bookmark: _Toc33720843][bookmark: _Toc33723059][bookmark: _Toc33725396][bookmark: _Toc33730513][bookmark: _Toc33720079][bookmark: _Toc33720844][bookmark: _Toc33723060][bookmark: _Toc33725397][bookmark: _Toc33730514][bookmark: _Toc33720080][bookmark: _Toc33720845][bookmark: _Toc33723061][bookmark: _Toc33725398][bookmark: _Toc33730515][bookmark: _Toc33720081][bookmark: _Toc33720846][bookmark: _Toc33723062][bookmark: _Toc33725399][bookmark: _Toc33730516][bookmark: _Toc33720082][bookmark: _Toc33720847][bookmark: _Toc33723063][bookmark: _Toc33725400][bookmark: _Toc33730517][bookmark: _Toc33720083][bookmark: _Toc33720848][bookmark: _Toc33723064][bookmark: _Toc33725401][bookmark: _Toc33730518][bookmark: _Toc33720084][bookmark: _Toc33720849][bookmark: _Toc33723065][bookmark: _Toc33725402][bookmark: _Toc33730519][bookmark: _Toc33720085][bookmark: _Toc33720850][bookmark: _Toc33723066][bookmark: _Toc33725403][bookmark: _Toc33730520][bookmark: _Toc33720086][bookmark: _Toc33720851][bookmark: _Toc33723067][bookmark: _Toc33725404][bookmark: _Toc33730521][bookmark: _Toc33720087][bookmark: _Toc33720852][bookmark: _Toc33723068][bookmark: _Toc33725405][bookmark: _Toc33730522][bookmark: _Toc33720088][bookmark: _Toc33720853][bookmark: _Toc33723069][bookmark: _Toc33725406][bookmark: _Toc33730523][bookmark: _Toc21667035][bookmark: _Ref5831794][bookmark: _Toc34081978]RLE decoder
[bookmark: _Toc34081979]RLE process inputs and outputs
The input of the RLE decoder is a byte stream of Prefix Coding decoded data if rle_only_flag is equal to zero or just a byte stream of raw data if rle_only_flag is equal to 1. The output of this process is a stream of quantized transform coefficients belonging to the chunk pointed by the variables planeIdx, levelIdx and layerIdx as specified in clause 8.3 or the stream of temporal signals belonging to temporal chunk.
[bookmark: _Toc34081980]RLE decoder for coefficient groups
The run length state machine is used by the Prefix Coding encoding and decoding processed to know which Prefix Coding code to use for the current symbol or code word. The RLE decodes sequences of zeros. It also decodes the frequency tables used to build the Prefix Coding trees.
The run length decoder read the run length encoded data byte by byte. By construction the state of the first byte of data is guaranteed to be LSB RLE state. The decoder uses the state machine shown in Figure 28 to determine the state of the next byte of data. The state tells the decoder how to interpret the current byte of data as described in subclause 9.3.3.


[bookmark: _Ref31015460][bookmark: _Toc34082108]Figure 28 — RLE decoder state machine
[bookmark: _Toc31031246][bookmark: _Toc31054757][bookmark: _Toc31142332][bookmark: _Toc31142585][bookmark: _Toc31142942][bookmark: _Toc31146402][bookmark: _Toc31203065][bookmark: _Toc31239186][bookmark: _Toc31321882][bookmark: _Toc31376870][bookmark: _Toc31378632][bookmark: _Toc31378791][bookmark: _Toc31381341][bookmark: _Toc31381500][bookmark: _Toc31381660][bookmark: _Toc31381819][bookmark: _Toc31381978][bookmark: _Toc31382136][bookmark: _Toc31382391][bookmark: _Toc31385031][bookmark: _Ref5866924][bookmark: _Toc34081981]RLE decoder description
The RLE has 3 states:
LSB RLE state: this state encodes the 6 less significant bits of a non-zero sample. In this state a byte is divided as shown in Figure 29:


[bookmark: _Ref31015684][bookmark: _Toc34082109]Figure 29 — Run Length encoding of a byte for LSB RLE state
The run bit indicates that the next byte is encoding the count of a run of zeros. The overflow bit is set if the sample value does not fit within 6 bits of data. When the overflow bit is set, the state of the next byte will be MSB RLE state. Therefore, the next state cannot be a run of zeros and bit 7 can be used to encode data instead.
MSB RLE state: this state encodes bits 7 to 13 of sample values that do not fit within 6 bits of data. Bit 7 encodes whether the next byte is a run of zeros. Run Length encoding of a byte for MSB RLE state is as shown in Figure 30:


[bookmark: _Ref31015793][bookmark: _Toc34082110]Figure 30 — Run Length encoding of a byte for MSB RLE state
Zero Run state: this state encodes 7 bits of a zero run count. The run bit is high if more bits are needed to encode the count. Run Length encoding of a byte for Zero Run state is as shown in Figure 31:


[bookmark: _Ref31015900][bookmark: _Toc34082111]Figure 31 — Run Length encoding of a byte for Zero Run state
A frequency table is created for each state for use by the Prefix Coding encoder.
In order for the decoder to start on a known state, the first symbol in the encoded stream will always be a residual.
[bookmark: _Ref33715222][bookmark: _Toc34081982]RLE decoder for temporal signal coefficient group
RLE decoder overview
The Run Length state machine is used by the Prefix Coding encoding and decoding processed to know which Prefix Coding code to use for the current symbol or code word. The RLE decodes sequences of zeros and sequences of ones. It also decodes the frequency tables used to build the Prefix Coding trees.
The Run Length Decoder read the run length encoded data byte by byte. By construction the state of the first byte of data is guaranteed to be true value of the first symbol in the stream. The decoder uses the state machine shown in Figure 32 to determine the state of the next byte of data. The state tells the decoder how to interpret the current byte of data as described in subclause 9.3.4.2.


[bookmark: _Ref31016036][bookmark: _Toc34082112]Figure 32 — RLE decoder state machine
[bookmark: _Ref13144348]RLE decoder description
The RLE has 2 states:
Zero Run state: this state encodes 7 bits of a zero run count. The run bit is high if more bits are needed to encode the count. Run Length encoding of a byte for Zero Run state is as shown in Figure 33:


[bookmark: _Ref31016161][bookmark: _Toc34082113]Figure 33 — Run Length encoding of a byte for Zero Run state
One Run state: this state encodes 7 bits of a one run count. The run bit is high if more bits are needed to encode the count. Run Length encoding of a byte for One Run state is as shown in Figure 34:


[bookmark: _Ref31016208][bookmark: _Toc34082114]Figure 34 — Run Length encoding of a byte for One Run state
A frequency table is created for each state for use by the Prefix Coding encoder.
In order for the decoder to start on a known state, the first symbol will contain the real value 0 or 1.
RLE decoder writes the 0 and 1 values into temporal signal surface TempSigSurface of the size (PictureWidth / nTbS, PictureHeight / nTbS) where nTbS is transform size.
If temporal_tile_intra_signalling_enabled_flag is equal to 1 and if the value to write at the writing position (x, y) in the TempSigSurface is equal to 1 and x%(32/nTbS) == 0 and y%(32/nTbS) == 0, next writing position is moved to (x + 32/nTbS, y) when (x + 32/nTbS) < (PictureWidth / nTbs), otherwise it is moved to (0, y + 32/nTbS), as shown in Figure 35..


[bookmark: _Ref31016498][bookmark: _Ref34067928][bookmark: _Toc34082115]Figure 35 — Run Length Decoder writing values to the temporal signal surface
(in the example, nTbs = 4)
[bookmark: _Toc31031249][bookmark: _Toc31054760][bookmark: _Toc31142335][bookmark: _Toc31142588][bookmark: _Toc31142945][bookmark: _Toc31146405][bookmark: _Toc31203068][bookmark: _Toc31239189][bookmark: _Toc31321885][bookmark: _Toc31376873][bookmark: _Toc31378635][bookmark: _Toc31378794][bookmark: _Toc31381344][bookmark: _Toc31381503][bookmark: _Toc31381663][bookmark: _Toc31381822][bookmark: _Toc31381981][bookmark: _Toc31382139][bookmark: _Toc31382394][bookmark: _Toc31385034][bookmark: _Ref20938293][bookmark: _Toc21106089][bookmark: _Toc34081983]RLE decoder for tile entropy_enabled_flag fields
RLE decoder overview
The Run Length state machine is used to code the entropy_enabled_flag field of each of the tiles. The RLE decodes sequences of zeros and sequences of ones.
The Run Length Decoder read the run length encoded data byte by byte. By construction the state of the first byte of data is guaranteed to be true value of the first symbol in the stream. The decoder uses the state machine shown in Figure 36 to determine the state of the next byte of data. The state tells the decoder how to interpret the current byte of data as described in subclause 9.3.5.2.


[bookmark: _Ref31016631][bookmark: _Toc34082116]Figure 36 — RLE decoder state machine
[bookmark: _Ref20938511]RLE decoder description
The RLE has 2 states:
Zero Run state: this state encodes 7 bits of a zero run count. The run bit is high if more bits are needed to encode the count. Run Length encoding of a byte for Zero Run stats is as shown in Figure 37:


[bookmark: _Ref31021355][bookmark: _Toc34082117]Figure 37 — Run Length encoding of a byte for Zero Run state
One Run state: this state encodes 7 bits of a one run count. The run bit is equal to 1 if more bits are needed to encode the count. Run Length encoding of a byte for One Run state state is as shown in Figure 38:


[bookmark: _Ref31021426][bookmark: _Toc34082118]Figure 38 — Run Length encoding of a byte for One Run state state
In order for the decoder to start on a known state, the first symbol will contain the real value 0 or 1.
The RLE data is organized in blocks. Each block has an output capacity of 4096 bytes. The RLE switches to a new block in the following cases:
The current block is full
The current RLE data is a run and there is less than 5 bytes left in the current block
The current RLE data is lead to an LSB/MSB pair and there is less than 2 bytes left in the current block
RLE decoder writes the 0 and 1 values into temporary signal surface tmp_decoded_tile_entropy_enabled of size (nPlanes) x (nLevels) x (nLayers) x (nTilesL1 + nTilesL2) x (no_enhancement_bit_flag == 0) + (temporal_signalling_present_flag == 1) x (nPlanes) x (nTilesL2) and get mapped to surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].entropy_enabled_flag and temporal_surfaces[planeIdx].tiles[tileIdx].entropy_enabled_flag as follows:
for (planeIdx = 0; planeIdx < nPlanes; ++planeIdx) {
	if (no_enhancement_bit_flag == 0) {
		for (levelIdx = 1; levelIdx <= nLevels; ++levelIdx) {
			if (levelIdx == 1)
				nTiles = nTilesL1
			else
				nTiles = nTilesL2
			for (layerIdx = 0; layer < nLayers; ++layerIdx) {
				for (tileIdx = 0; tileIdx < nTiles; tileIdx++) {
					surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].entropy_enabled_flag = 
						tmp_decoded_tile_entropy_enabled[tileIdx]
				}
			}
		}
	} else {
		for (levelIdx = 1; levelIdx <= nLevels; ++levelIdx) {
			if (levelIdx == 1)
				nTiles = nTilesL1
			else
				nTiles = nTilesL2
			for (layerIdx = 0; layer < nLayers; ++layerIdx) {
				for (tileIdx = 0; tileIdx < nTiles; tileIdx++) 
					surfaces[planeIdx][levelIdx][layerIdx].tiles[tileIdx].entropy_enabled_flag = 0
			}
		}
	}
	if (temporal_signalling_present_flag == 1) {
		for (tileIdx = 0; tileIdx < nTilesL2; tileIdx++) {
			temporal_surfaces[planeIdx].tiles[tileIdx].entropy_enabled_flag = 
				tmp_decoded_tile_entropy_enabled[tileIdx]
		}
	}
}

[bookmark: _Toc34081984][bookmark: _Ref34082269][bookmark: _Ref34082281]Parsing process for 0-th order Exp-Golomb codes
This process is invoked when the descriptor of a syntax element in the syntax tables is equal to ue(v).
Inputs to this process are bits from the RBSP.
Outputs of this process are syntax element values.
Syntax elements coded as ue(v) are Exp-Golomb-coded with order 0. The parsing process for these syntax elements begins with reading the bits starting at the current location in the bitstream up to and including the first non-zero bit, and counting the number of leading bits that are equal to 0. This process is specified as follows:
leadingZeroBits = −1
for( b = 0; !b; leadingZeroBits++ )	(43))
	b = read_bits( 1 )
The variable codeNum is then assigned as follows:
codeNum = ( 2leadingZeroBits − 1 ) + read_bits( leadingZeroBits)	(44))
where the value returned from read_bits( leadingZeroBits ) is interpreted as a binary representation of an unsigned integer with most significant bit written first.
Table 43 illustrates the structure of the 0-th order Exp-Golomb code by separating the bit string into "prefix" and "suffix" bits. The "prefix" bits are those bits that are parsed as specified above for the computation of leadingZeroBits, and are shown as either 0 or 1 in the bit string column of Table 43. The "suffix" bits are those bits that are parsed in the computation of codeNum and are shown as xi in Table 43, with i in the range of 0 to leadingZeroBits − 1, inclusive. Each xi is equal to either 0 or 1.
[bookmark: _Ref34081686][bookmark: _Toc77680783][bookmark: _Toc118289132][bookmark: _Toc246350717][bookmark: _Toc287363941][bookmark: _Toc415476457][bookmark: _Toc423602503][bookmark: _Toc423602677][bookmark: _Toc501130577][bookmark: _Toc503770585][bookmark: _Toc34082200]Table 43 – Bit strings with "prefix" and "suffix" bits and assignment to codeNum ranges (informative)
	Bit string form
	Range of codeNum

	1
	0

	0 1 x0
	1..2

	0 0 1 x1 x0
	3..6

	0 0 0 1 x2 x1 x0
	7..14

	0 0 0 0 1 x3 x2 x1 x0
	15..30

	0 0 0 0 0 1 x4 x3 x2 x1 x0
	31..62

	...
	...



Table 44 illustrates explicitly the assignment of bit strings to codeNum values.
[bookmark: _Ref34081763][bookmark: _Toc16578098][bookmark: _Toc17563188][bookmark: _Toc77680784][bookmark: _Toc118289133][bookmark: _Toc246350718][bookmark: _Toc287363942][bookmark: _Toc415476458][bookmark: _Toc423602504][bookmark: _Toc423602678][bookmark: _Toc501130578][bookmark: _Toc503770586][bookmark: _Toc34082201]Table 44 – Exp-Golomb bit strings and codeNum in explicit form and used as ue(v) (informative)

	· Bit string
	· codeNum

	· 1
	· 0

	· 0 1 0
	· 1

	· 0 1 1
	· 2

	· 0 0 1 0 0
	· 3

	· 0 0 1 0 1
	· 4

	· 0 0 1 1 0
	· 5

	· 0 0 1 1 1
	· 6

	· 0 0 0 1 0 0 0
	· 7

	· 0 0 0 1 0 0 1
	· 8

	· 0 0 0 1 0 1 0
	· 9

	· ...
	· ...


[bookmark: _Toc328598990][bookmark: _Toc328663636][bookmark: _Toc328753505][bookmark: _Toc328598993][bookmark: _Toc328663639][bookmark: _Toc328753508][bookmark: _Toc328598996][bookmark: _Toc328663642][bookmark: _Toc328753511][bookmark: _Toc328599001][bookmark: _Toc328663647][bookmark: _Toc328753516][bookmark: _Toc328599003][bookmark: _Toc328663649][bookmark: _Toc328753518][bookmark: _Toc328599006][bookmark: _Toc328663652][bookmark: _Toc328753521][bookmark: _Toc328599008][bookmark: _Toc328663654][bookmark: _Toc328753523]The value of the syntax element is equal to codeNum.
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Profiles, levels and toolsets
(This annex forms an integral part of this International Standard.)
[bookmark: _Toc34081986]Overview of profiles, levels and toolsets
Profiles, levels and toolsets specify restrictions on the bitstreams and hence limits on the capabilities needed to decode the bitstreams. Profiles, levels and toolsets may also be used to indicate interoperability points between individual decoder implementations.
NOTE 1	This document does not include individually selectable “options” at the decoder, as this would increase interoperability difficulties.
Each profile specifies a subset of algorithmic features and limits that shall be supported by all decoders conforming to that profile.
NOTE 2	Encoders are not required to make use of any particular subset of features supported in a profile.
Each level specifies a set of limits on the values that may be taken by the syntax elements of this document. The same set of level definitions is used with all profiles, but individual implementations may support a different level for each supported profile. For any given profile, a level generally corresponds to a particular decoder processing load and memory capability.
The profiles that are specified in clause A.3 are also referred to as the profiles specified in Annex A.
[bookmark: _Toc34081987]Requirements on video decoder capability
Capabilities of video decoders conforming to this document are specified in terms of the ability to decode video streams conforming to the constraints of profiles and levels specified in this annex and other annexes. When expressing the capabilities of a decoder for a specified profile, the level supported for that profile should also be expressed.
Specific values are specified in this annex and other annexes for the syntax elements profile_idc and level_idc. All other values of profile_idc and level_idc are reserved for future use by ISO/IEC.
NOTE	Decoders should not infer that a reserved value of profile_idc between the values specified in this document indicates intermediate capabilities between the specified profiles, as there are no restrictions on the method to be chosen by ISO/IEC for the use of such future reserved values. However, decoders should infer that a reserved value of level_idc between the values specified in this document indicates intermediate capabilities between the specified levels.
[bookmark: _Toc34081988]Profiles
[bookmark: _Toc34081989]Global configuration parameter sets constraints
All constraints for global configuration parameter sets that are specified are constraints for global configuration parameter sets that are activated when the bitstream is decoded.
[bookmark: _Toc34081990]Main profile
Conformance of a bitstream to the Main profile is indicated by profile_idc equal to 0.
Bitstreams conforming to the Main profile shall have the following constraints:
Active global configuration data blocks shall have chroma_sampling_type equal to 0 or 1 only.
Decoders conforming to the Main profile at a specific level (identified by a specific value of level_idc) shall be capable of decoding all bitstreams and sublayer representations for which all of the following conditions apply:
The bitstream is indicated to conform to the Main profile.
The bitstream or sublayer representation is indicated to conform to a level that is lower than or equal to the specified level.
[bookmark: _Toc34081991]Main 4:4:4 profile
Conformance of a bitstream to the Main 4:4:4 profile is indicated by profile_idc equal to 1.
Bitstreams conforming to the Main 4:4:4 profile shall have the following constraints:
Active global configuration data blocks shall have chroma_sampling_type n the range of 0 to 3, inclusive.
Decoders conforming to the Main 4:4:4 profile at a specific level (identified by a specific value of level_idc) shall be capable of decoding all bitstreams and sublayer representations for which all of the following conditions apply:
The bitstream is indicated to conform to the Main profile.
The bitstream or sublayer representation is indicated to conform to a level that is lower than or equal to the specified level.
[bookmark: _Toc34081992]Levels
Levels in this International Standard are defined based on the following two parameters: count of luma samples of output picture in time (i.e. the Output Sample Rate) and maximum input bit rate for the Coded Picture Buffer LCEVC (CPBL), as defined in Annex C.
Both sample rate and bitrate are considered on observation periods of one second.
The level limits are defined as specified in Table A.1.
[bookmark: _Ref33182076][bookmark: _Toc34082072]Table A.1 — General Level limits
	Level
	Sublevel
	Maximum Output Sample Rate
	Maximum CPBL bit rate
(bit per second
per thousand Output Samples)
	Informative: Example
Resolution and Frame Rat

	1
	0
	29,410,000
	4
	1280x720 (30fps)

	1
	1
	29,410,000
	40
	1280x720 (30fps)

	2
	0
	124,560,000
	4
	1920x1080 (60fps)

	2
	1
	124,560,000
	40
	1920x1080 (60fps)

	3
	0
	527,650,000
	4
	3840x2160 (60 fps)

	3
	1
	527,650,000
	40
	3840x2160 (60 fps)

	4
	0
	2,235,160,000
	4
	7640x4320 (60fps)

	4
	1
	2,235,160,000
	40
	7640x4320 (60fps)





[bookmark: _Ref31371471][bookmark: _Ref31371580][bookmark: _Ref31372190][bookmark: _Toc34081993]

Byte stream format
(This annex forms an integral part of this International Standard.)
[bookmark: _Toc415475997][bookmark: _Toc423599272][bookmark: _Toc423601776][bookmark: _Toc501130241][bookmark: _Toc503777945][bookmark: _Toc535190832][bookmark: _Toc536549816][bookmark: _Toc14984479][bookmark: _Toc13847296][bookmark: _Toc23448824][bookmark: _Toc23450931][bookmark: _Toc23451245][bookmark: _Toc34081994]Bytestream NAL unit syntax and semantics overview
This annex specifies syntax and semantics of a byte stream format specified for use by applications that deliver some or all of the NAL unit stream as an ordered stream of bytes. For bit-oriented delivery, the bit order for the byte stream format is specified to start with the MSB of the first byte, proceed to the LSB of the first byte, followed by the MSB of the second byte, etc.
The byte stream format consists of a sequence of byte stream NAL unit syntax structures. Each byte stream NAL unit syntax structure contains one 4-byte length indication followed by one nal_unit(NumBytesInNalUnit) syntax structure.
[bookmark: _Toc23248822][bookmark: _Toc20134509][bookmark: _Toc77680603][bookmark: _Toc118289201][bookmark: _Toc226456804][bookmark: _Toc248045421][bookmark: _Toc287363872][bookmark: _Toc311220020][bookmark: _Toc317198871][bookmark: _Toc415475998][bookmark: _Toc423599273][bookmark: _Toc423601777][bookmark: _Toc501130242][bookmark: _Toc503777946][bookmark: _Toc535190833][bookmark: _Toc536549817][bookmark: _Toc14984480][bookmark: _Toc13847297][bookmark: _Toc23448825][bookmark: _Toc23450932][bookmark: _Toc23451246][bookmark: _Toc34081995]Byte stream NAL unit syntax and semantics
[bookmark: _Ref58318131][bookmark: _Toc77680604][bookmark: _Toc118289202][bookmark: _Toc226456805][bookmark: _Toc248045422][bookmark: _Toc287363873][bookmark: _Toc311220021][bookmark: _Toc317198872][bookmark: _Toc415475999][bookmark: _Toc423599274][bookmark: _Toc423601778][bookmark: _Toc501130243][bookmark: _Toc503777947][bookmark: _Toc535190834][bookmark: _Toc536549818][bookmark: _Toc14984481][bookmark: _Toc13847298][bookmark: _Toc23448826][bookmark: _Toc23450933][bookmark: _Toc23451247][bookmark: _Toc34081996]Byte stream NAL unit syntax
Byte stream NAL unit syntax is specified in Table B.1:
[bookmark: _Ref31021907][bookmark: _Toc34082073]Table B.1 — Byte stream NAL unit syntax
	Syntax
	Descriptor

	byte_stream_nal_unit( ) {
	

		nal_unit_length
	u(32)

		nal_unit(nal_unit_length)
	

	}
	


[bookmark: _Toc31031264][bookmark: _Toc31054775][bookmark: _Toc31142350][bookmark: _Toc31142603][bookmark: _Toc31142960][bookmark: _Toc31146420][bookmark: _Toc31203083][bookmark: _Toc31239204][bookmark: _Toc31321900][bookmark: _Toc31376888][bookmark: _Toc31378650][bookmark: _Toc31378809][bookmark: _Toc31381359][bookmark: _Toc31381518][bookmark: _Toc31381678][bookmark: _Toc31381837][bookmark: _Toc31381996][bookmark: _Toc31382154][bookmark: _Toc31382414][bookmark: _Toc31385054][bookmark: _Toc20134510][bookmark: _Toc77680605][bookmark: _Toc118289203][bookmark: _Toc226456806][bookmark: _Toc248045423][bookmark: _Toc287363874][bookmark: _Toc311220022][bookmark: _Toc317198873][bookmark: _Toc415476000][bookmark: _Toc423599275][bookmark: _Toc423601779][bookmark: _Toc501130244][bookmark: _Toc503777948][bookmark: _Toc535190835][bookmark: _Toc536549819][bookmark: _Toc14984482][bookmark: _Toc13847299][bookmark: _Toc23448827][bookmark: _Toc23450934][bookmark: _Toc23451248][bookmark: _Toc34081997]Byte stream NAL unit semantics
The order of byte stream NAL units in the byte stream shall follow the decoding order of the NAL units contained in the byte stream NAL units (see clause 7.3.2). The content of each byte stream NAL unit is associated with the same access unit as the NAL unit contained in the byte stream NAL unit (see clause 7.3.2).
nal_unit_length is a 4-byte length field indicating the length of the NAL unit within the nal_unit( ) syntax structure.


[bookmark: _Toc31031266][bookmark: _Toc31054777][bookmark: _Toc31142352][bookmark: _Toc31142605][bookmark: _Toc31142962][bookmark: _Toc31146422][bookmark: _Toc31203085][bookmark: _Toc31239206][bookmark: _Toc31321902][bookmark: _Toc31376890][bookmark: _Toc31378652][bookmark: _Toc31378811][bookmark: _Toc31381361][bookmark: _Toc31381520][bookmark: _Toc31381680][bookmark: _Toc31381839][bookmark: _Toc31381998][bookmark: _Toc31382156][bookmark: _Toc31382416][bookmark: _Toc31385056][bookmark: _Ref31375081][bookmark: _Toc34081998]

Hypothetical reference decoder
(This annex forms an integral part of this International Standard.)
[bookmark: _Toc34081999]General
This annex specifies the hypothetical reference decoder (HRD) and its use to check bitstream and decoder conformance.
Bitstreams is hereafter intended as the combined bitstream of both base and enhancement encoded data. Although the multiplexing of such combined data is not specified in this document the specification of HRD here must take into account the presence of both provisions.
NOTE 1	In the remainder of this section the terms NAL and NAL units, if not specified explicitly, refer to a generic NAL format (see subclause 7.3.2).
Two types of bitstreams are subject to HRD conformance checking for this International Standard. The first such combined type of bitstream, called Type I bitstream, is a NAL unit stream containing only the VCL NAL units and filler data NAL units for all access units in the bitstream, for both base and enhancement. The second type of bitstream, called a Type II bitstream, contains, in addition to the VCL NAL units and filler data NAL units for all access units in the bitstream, at least one of the following:
additional non-VCL NAL units other than filler data NAL units for either base and/or enhancement
all leading_zero_8bits, zero_byte, start_code_prefix_one_3bytes, and trailing_zero_8bits syntax elements that form a byte stream from the NAL unit stream
NOTE 2	Such a byte stream format, referring to the muxed base and enhancement encoded data, is not specified in this document.
Figure C.1 shows the types of bitstream conformance points checked by the HRD, in the example of an “Annex B” encapsulation as specified in Annex B of ISO/IEC 14496-10.
[image: ]
[bookmark: _Ref31022201][bookmark: _Toc34082119]Figure C.1 — Structure of byte streams and NAL unit streams for HRD conformance checks
This section defines an HRD as an enhancement of the base HRD, intended as the HRD of the base encoding. Thus, the syntax elements of non-VCL NAL units (or their default values for some of the syntax elements), required for the base HRD, are specified in the semantic definitions relative to the base codec, typically defined in the relative Supplemental Enhancement Information (SEI) and Video Usability Information (VUI), or equivalent clauses" to read as follows "This section defines an HRD as an enhancement of the base HRD, intended as the HRD of the base encoding. Thus, the syntax elements of non-VCL NAL units (or their default values for some of the syntax elements), required for the base HRD, are specified in the semantic definitions relative to the base codec, typically defined in the relative Supplemental Enhancement Information (SEI) and Video Usability Information (VUI), or equivalent clause.
Generally, two types of HRD parameter sets are used in the base encoding. The HRD parameter sets signalled at sequence signalling level, such as global configuration parameter sets/VUI and those at Access Unit level, such as the ones in SEI.
In order to check conformance of a bitstream using this enhanced HRD, all global configuration parameter sets (or equivalent) and picture parameters sets referred to in the VCL NAL units, and corresponding buffering period and picture timing SEI messages (or equivalent) shall be conveyed to this HRD, in a timely manner, either in the bitstream (by non-VCL NAL units), or by other means not specified in this International Standard.
The specification for “presence” of non-VCL NAL units is also satisfied when those NAL units (or just some of them) are conveyed to decoders (or to the HRD) by other means not specified by this International Standard. For the purpose of counting bits, only the appropriate bits that are actually present in the bitstream are counted.
NOTE 3	As an example, synchronization of a non-VCL NAL unit, conveyed by means other than presence in the bitstream, with the NAL units that are present in the bitstream, can be achieved by indicating two points in the bitstream, between which the non-VCL NAL unit would have been present in the bitstream, had the encoder decided to convey it in the bitstream.
When the content of a non-VCL NAL unit is conveyed for the application by some means other than presence within the bitstream, the representation of the content of the non-VCL NAL unit is not required to use the same syntax specified in this annex.
NOTE 4	When HRD information is contained within the bitstream, it is possible to verify the conformance of a bitstream to the requirements of this subclause based solely on information contained in the bitstream. When the HRD information is not present in the bitstream, as is the case for all “stand-alone” Type I bitstreams, conformance can only be verified when the HRD data is supplied by some other means not specified in this International Standard.
The enhanced HRD – or simply HRD hereafter – is the logical combination of elements from both the base HRD and the LCEVC one, consisting of elements such as coded picture buffer (CPB), an instantaneous decoding process, a decoded picture buffer (DPB), and output as shown in Figure C.2.



[bookmark: _Ref31022395][bookmark: _Toc34082120]Figure C.2 — HRD buffer model
The bitstream and decoder conformance requirements for the HRD are defined as the ones from the base HRD, to which the buffering and timing of the enhancement are dependent. It is assumed that, regardless of the particular base encoding type, the Hypothetical Base Decoder (HBD) operates logically as follows. Data associated with access units that flow into the base CPB (CPBB) according to a specified arrival schedule are delivered by the Hypothetical Stream Scheduler (HSS) via an Hypothetical Demuxer (HDM), intended as instantaneous. This HDM splits the encoded data between a base bitstream and an LCEVC bitstream. The data associated with each base access unit are removed and decoded instantaneously by the instantaneous decoding process at CPBB removal times. The instantaneous base decoding triggers the removal of enhancement access units from the Coded Picture Buffer LCEVC (CPBL). Both the base decoded pictures, after an instantaneous cropping if required, and the CPBL access units feed the LCEVC decoding process. The LCEVC decoding produces, instantaneously, the enhanced decoded pictures that are placed in the DPB. On the HBD side the Decoded Picture Buffer of the Base (DPBB) operates in the same way it would independently of the enhancement and obeying the conformance requirements of the base HRD. When a picture is placed in the DPB it is removed from the DPB at the base DPB output time, which is strictly the same of the DPBB output time. In such a way the combined decoding is bound to have the very same output timing characteristics of the base decoding alone.
The HRD is initialised as specified by the base HRD parameters, for ex. buffering period SEI message. The removal timing of access units from the CPBB and output timing from the DPBB, which is also the output timing from DPB, are specified in the picture timing or equivalent specification. All timing information relating to a specific access unit shall arrive prior to the CPBB removal time of the access unit.
NOTE 5	While conformance is guaranteed under the assumption that all frame-rates and clocks used to generate the bitstream match exactly the values signalled in the bitstream, in a real system each of these may vary from the signalled or specified value.
All the arithmetic in this annex is done with real values, so that no rounding errors can propagate. For example, the number of bits in a CPBB just prior to or after removal of an access unit is not necessarily an integer.
The variable tc is derived as follows and is called a clock tick.
[bookmark: Clocktick_Eqn]tc = num_units_in_tick / time_scale	(C.1)
The following is specified for expressing the constraints in this Annex.
Let access unit n be the n-th access unit in decoding order with the first access unit being access unit 0.
Let picture n be the coded picture or the decoded picture of access unit n.
[bookmark: _Toc34082000]Operation of base coded picture buffer (CPBB)
[bookmark: _Toc34082001]General
The specifications in this subclause apply independently to each set of CPB parameters that is present and to both the Type I and Type II conformance points shown in Figure C.1.
[bookmark: _Toc34082002]Timing of bitstream arrival
The timing of bitstream arrival in CPPB is determined by the base HRD timing of bitstream arrival.
The timing of bitstream arrival for CPBL shall be so that:
tbaf(n) < tlaf(n) for every n
where tbaf(n) is the final arrival time of access unit n in the enhancement bitstream and tlaf(n) is the final arrival time of access unit n in the base bitstream. This means that the enhancement data cannot arrive later than the base data referring to the same picture.
[bookmark: _Toc34082003]Timing of coded picture removal
The timing of coded picture removal from CPBB, indicated as tbr(n), is determined by the base HRD timing of coded picture removal.
The timing of coded picture removal from CPBL, indicated as tlr(n), is the time the base access unit n has been decoded in the HBD. However, since the decoding is instantaneous in the HBD the two times coincide tlr(n) = tbr(n).
In practical terms the decoded picture from the HBD triggers the removal from CPBL and thus the decoding of the enhanced picture.
[bookmark: _Toc34082004]Operation of the decoded picture buffer (DPB)
[bookmark: _Toc34082005]General
The decoded picture buffer contains picture storage buffers waiting to be output at the presentation time. There is only one DPB in the HRD, since there is only one output as enhanced picture.
NOTE	The operation of the DPBB, holding reference base pictures, and its conformance requirements are determined by the HBD specification, which is outside the scope of this section.
[bookmark: _Toc34082006]Removal of pictures from the DPB
The removal of pictures from the DPB is based on the output time, i.e. the presentation time as specified in the HBD.
[bookmark: _Toc34082007]Picture decoding and output
Picture n is output from DPB at output time to(n) determined by the base HRD model. This is typically based on a “dpb output delay”. The details of this dpb output delay or equivalent signalling are not defined in this document.
[bookmark: _Ref34080612][bookmark: _Ref34080650][bookmark: _Toc34082008]Bitstream conformance
A bitstream of coded data conforming to this International Standard fulfils the following requirements.
The bitstream is constructed according to the syntax, semantics, and constraints specified in this International Standard outside of this Annex.
The bitstream is tested by the base HRD as specified in the base HRD bitstream conformance specification.
A CPB overflow is specified as the condition in which the total number of bits in the CPB is larger than the CPB size. Neither the CPBB nor the CPBL shall ever overflow.
A CPB underflow is specified as the condition in which the removal time is lower than the final arrival time for an access unit. Neither the CPBB nor the CPBL shall ever underflow.
Immediately after any decoded picture is added to the DPB, the fullness of the DPB shall be less than or equal to the DPB size as constrained by the HBD conformance specification for the operating point in use, i.e. typically profile and level specified in the bitstream.
All reference pictures shall be available at all times in the internal DPB of the HBD when needed for base decoding prediction. Each picture shall be present in the DPB at its DPB output time unless it is not stored in the DPB at all, or is removed from the DPB according to the HBD specification.
The difference between the output time of a picture and that of the picture immediately following it in output order, shall satisfy the constraint of the HBD for the operating point, such as profile and level, signalled in the bitstream.
[bookmark: _Toc34082009]Decoder conformance
[bookmark: _Toc34082010]General
A decoder conforming to this International Standard fulfils the following requirements.
A decoder claiming conformance to this specification shall be able to decode successfully all conforming bitstreams specified for decoder conformance in subclause C.4, provided that all base HRD related parameters sets referred to in the VCL NAL units, and appropriate buffering period and picture timing metadata are conveyed to the decoder, in a timely manner, either in the bitstream (by non-VCL NAL units), or by external means not specified by this International Standard.
There are two types of conformance that can be claimed by a decoder: output timing conformance and output order conformance.
To check conformance of a decoder, test bitstreams conforming to the claimed operating point, such as profile and level, as specified by subclause C.4, are delivered by a hypothetical stream scheduler (HSS) both to the HRD and to the decoder under test (DUT). All pictures output by the HRD shall also be output by the DUT and, for each picture output by the HRD, the values of all samples that are output by the DUT for the corresponding picture shall be equal to the values of the samples output by the HRD.
For output timing decoder conformance, the HSS operates as described above, with delivery schedules selected only from the subset of values as specified for the base HRD. The same delivery schedule is used for both the HRD and DUT.
For output timing decoder conformance, an HRD as described above is used and the timing (relative to the delivery time of the first bit) of picture output is the same for both HRD and the DUT up to a fixed delay.
For output order decoder conformance, the HSS delivers the bitstream to the DUT “by demand” from the DUT, meaning that the HSS delivers bits (in decoding order) only when the DUT requires more bits to proceed with its processing.
NOTE	This means that for this test, the CPBB and CPBL of the DUT could be as small as the size of the largest access unit, respectively for base and enhancement.
A modified HRD as described below is used, and the HSS delivers the bitstream to the HRD, if applicable, by one of the schedules specified in the bitstream such that the bit rate and CPB size are restricted according to the HBD specification. The order of pictures output shall be the same for both HRD and the DUT.
For output order decoder conformance, the HRD CPBB and CPBL sizes are equal to the base HBD ones for the selected operating point while the DPB size is equal to default maximum as per HBD spceification. Removal time from the CPBB for the HRD is equal to final bit arrival time and decoding is immediate. The operation of the DPB of this HRD is described below.
[bookmark: _Toc34082011]Operation of the output order DPB
General
The decoded picture buffer contains picture storage buffers. Prior to initialisation, the DPB is empty (the DPB fullness is set to zero). The following steps all happen instantaneously when an enhanced picure is decoded, and in the order listed.
Removal of pictures from the DPB
The removal of pictures from the DPB proceeds as follows.
When a picture is placed in the DPB it is removed from the DPB at the base DPB output time, as specified in the base HRD bitstream.
NOTE	This refers to the DPB output from the enhanced HRD, not the internal HBD one.
Current picture decoding, storage, and marking
The current picture is decoded and stored in an empty picture storage buffer in the DPB. No marking is applied.
“Bumping” process
No “bumping” process is defined for this HRD.

[bookmark: _Toc4609902][bookmark: _Toc4609903][bookmark: _Toc535190839][bookmark: _Toc536549823][bookmark: _Ref3563904][bookmark: _Ref3567458][bookmark: _Toc8924990][bookmark: _Toc248045447][bookmark: _Toc287363884][bookmark: _Toc311220032][bookmark: _Ref317108762][bookmark: _Ref317176182][bookmark: _Toc317198888][bookmark: _Ref326740398][bookmark: _Ref330699798][bookmark: _Ref398994676][bookmark: _Ref399007725][bookmark: _Ref399011119][bookmark: _Toc415476022][bookmark: _Toc423599297][bookmark: _Toc423601801][bookmark: _Toc501130263][bookmark: _Toc503777967][bookmark: _Ref529727152][bookmark: _Toc4633609][bookmark: _Ref34070970][bookmark: _Ref34070984][bookmark: _Toc34082012]

Supplemental enhancement information
(This annex forms an integral part of this International Standard.)
[bookmark: _Toc21554002][bookmark: _Toc21667044][bookmark: _Toc22564076][bookmark: _Toc23885919][bookmark: _Toc23887441][bookmark: _Toc23887700][bookmark: _Toc29644744][bookmark: _Toc29947451][bookmark: _Toc535190840][bookmark: _Toc536549824][bookmark: _Toc8924991][bookmark: _Toc34082013]General
This annex specifies syntax and semantics for SEI message payloads.
SEI messages assist in processes related to decoding, display or other purposes. However, SEI messages are not required for constructing the luma or chroma samples by the decoding process. Conforming decoders are not required to process this information for output order conformance to this document (see Annex C for the specification of conformance). Some SEI message information is required to check bitstream conformance and for output timing decoder conformance.
In Annex C including its subclauses, specification for presence of SEI messages are also satisfied when those messages (or some subset of them) are conveyed to decoders (or to the HRD) by other means not specified in this document. When present in the bitstream, SEI messages shall obey the syntax and semantics specified in clause 7.3.5 and this annex. When the content of an SEI message is conveyed for the application by some means other than presence within the bitstream, the representation of the content of the SEI message is not required to use the same syntax specified in this annex. For the purpose of counting bits, only the appropriate bits that are actually present in the bitstream are counted.
[bookmark: _Toc535190841][bookmark: _Toc536549825][bookmark: _Toc8924992][bookmark: _Toc34082014]SEI payload syntax
[bookmark: _Ref399007788][bookmark: _Toc415476025][bookmark: _Toc423599300][bookmark: _Toc423601804][bookmark: _Toc501130266][bookmark: _Toc503777970][bookmark: _Toc535190842][bookmark: _Toc536549826][bookmark: _Toc8924993][bookmark: _Toc34082015]General SEI message syntax
The general SEI message syntax is specified in Table D.1.
[bookmark: _Ref31022880][bookmark: _Ref31022873][bookmark: _Toc34082074]Table D.1 — General SEI message syntax
	Syntax
	Descriptor

	sei_payload(payloadType, payloadSize) {
	

		if (payloadType == 1)
	

			mastering_display_colour_volume(payloadSize)
	

		else if (payloadType == 2)
	

			content_light_level_info(payloadSize)
	

		else
	

			reserved_sei_message(payloadSize)
	

		if (more_data_in_payload( )) {
	

			if (payload_extension_present( ))
	

				reserved_payload_extension_data
	u(v)

				payload_bit_equal_to_one /* equal to 1 */
	f(1)

			while (!byte_aligned( ))
	

				payload_bit_equal_to_zero /* equal to 0 */
	f(1)

		}
	

	}
	


[bookmark: _Toc31142370][bookmark: _Toc31142623][bookmark: _Toc31142980][bookmark: _Toc31146440][bookmark: _Toc31203103][bookmark: _Toc31239225][bookmark: _Toc31321921][bookmark: _Toc31376909][bookmark: _Toc31378671][bookmark: _Toc31378830][bookmark: _Toc31381380][bookmark: _Toc31381539][bookmark: _Toc31381699][bookmark: _Toc31381858][bookmark: _Toc31382017][bookmark: _Toc31382175][bookmark: _Toc31382435][bookmark: _Toc31385075][bookmark: _Toc390728269][bookmark: _Toc415476051][bookmark: _Toc34082016]Mastering display colour volume SEI message syntax
The mastering display color volume SEI message syntax is specified in Table D.2.
[bookmark: _Ref31023047][bookmark: _Toc34082075]Table D.2 — Mastering display colour volume SEI message syntax
	Syntax
	Descriptor

	mastering_display_colour_volume(payloadSize) {
	

		for(c = 0; c < 3; c++) {
	

			display_primaries_x[c]
	u(16)

			display_primaries_y[c]
	u(16)

		}
	

		white_point_x
	u(16)

		white_point_y
	u(16)

		max_display_mastering_luminance
	u(32)

		min_display_mastering_luminance
	u(32)

	}
	


[bookmark: _Toc31142372][bookmark: _Toc31142625][bookmark: _Toc31142982][bookmark: _Toc31146442][bookmark: _Toc31203105][bookmark: _Toc31239227][bookmark: _Toc31321923][bookmark: _Toc31376911][bookmark: _Toc31378673][bookmark: _Toc31378832][bookmark: _Toc31381382][bookmark: _Toc31381541][bookmark: _Toc31381701][bookmark: _Toc31381860][bookmark: _Toc31382019][bookmark: _Toc31382177][bookmark: _Toc31382437][bookmark: _Toc31385077][bookmark: _Toc452007423][bookmark: _Toc501130300][bookmark: _Toc503778004][bookmark: _Toc34082017]Content light level information SEI message syntax
The content light level information SEI message syntax is specified inTable D.3.
[bookmark: _Ref31023163][bookmark: _Toc34082076]Table D.3 — Content light level information SEI message syntax
	Syntax
	Descriptor

	content_light_level_info(payloadSize) {
	

			max_content_light_level
	u(16)

			max_pic_average_light_level
	u(16)

	}
	


[bookmark: _Toc31142374][bookmark: _Toc31142627][bookmark: _Toc31142984][bookmark: _Toc31146444][bookmark: _Toc31203107][bookmark: _Toc31239229][bookmark: _Toc31321925][bookmark: _Toc31376913][bookmark: _Toc31378675][bookmark: _Toc31378834][bookmark: _Toc31381384][bookmark: _Toc31381543][bookmark: _Toc31381703][bookmark: _Toc31381862][bookmark: _Toc31382021][bookmark: _Toc31382179][bookmark: _Toc31382439][bookmark: _Toc31385079][bookmark: _Toc34082018][bookmark: _Toc20134555][bookmark: _Toc77680651][bookmark: _Toc118289247][bookmark: _Ref205113707][bookmark: _Ref215995733][bookmark: _Ref220342660][bookmark: _Toc226456857][bookmark: _Toc248045475][bookmark: _Toc287363886][bookmark: _Toc311220034][bookmark: _Toc317198911][bookmark: _Toc415476059][bookmark: _Toc423599334][bookmark: _Toc423601838][bookmark: _Toc501130311][bookmark: _Toc503778015][bookmark: _Toc535190844][bookmark: _Toc536549828][bookmark: _Toc8924997]Reserved SEI message syntax
Reserves SEI message syntax is specified in Table D.4.
[bookmark: _Ref33813531][bookmark: _Toc34082077]Table D.4 — Reserved SEI message syntax
	Syntax
	Descriptor

	reserved_sei_message(payloadSize) {
	

		for(i = 0; i < payloadSize; i++)
	b(8)

			reserved_sei_message_payload_byte
	

	}
	


[bookmark: _Toc34082019]SEI payload semantics
[bookmark: _Ref399007842][bookmark: _Ref399011607][bookmark: _Toc415476060][bookmark: _Toc423599335][bookmark: _Toc423601839][bookmark: _Toc501130312][bookmark: _Toc503778016][bookmark: _Toc535190845][bookmark: _Toc536549829][bookmark: _Toc8924998][bookmark: _Toc34082020]General SEI payload semantics
reserved_payload_extension_data shall not be present in bitstreams conforming to this version of this document. However, decoders conforming to this version of this document shall ignore the presence and value of reserved_payload_extension_data. When present, the length, in bits, of reserved_payload_extension_data is equal to 8 * payloadSize − nEarlierBits − nPayloadZeroBits − 1, where nEarlierBits is the number of bits in the sei_payload( ) syntax structure that precede the reserved_payload_extension_data syntax element and nPayloadZeroBits is the number of payload_bit_equal_to_zero syntax elements at the end of the sei_payload( ) syntax structure.
payload_bit_equal_to_one shall be equal to 1.
payload_bit_equal_to_zero shall be equal to 0.
The semantics and persistence scope for each SEI message are specified in the semantics specification for each particular SEI message.
NOTE	Persistence information for SEI messages is informatively summarized in Table D.5.
[bookmark: _Ref31023291][bookmark: _Toc34082078]Table D.5 — Persistence scope of SEI messages (informative)
	SEI message
	Persistence scope

	Mastering display colour volume
	The CVS containing the SEI message

	Content light level information
	The CVS containing the SEI message


[bookmark: _Toc31142377][bookmark: _Toc31142630][bookmark: _Toc31142987][bookmark: _Toc31146447][bookmark: _Toc31203110][bookmark: _Toc31239232][bookmark: _Toc31321928][bookmark: _Toc31376916][bookmark: _Toc31378678][bookmark: _Toc31378837][bookmark: _Toc31381387][bookmark: _Toc31381546][bookmark: _Toc31381706][bookmark: _Toc31381865][bookmark: _Toc31382024][bookmark: _Toc31382182][bookmark: _Toc31382442][bookmark: _Toc31385082][bookmark: _Toc390728299][bookmark: _Toc415476086][bookmark: _Toc423599361][bookmark: _Toc423601865][bookmark: _Toc501130339][bookmark: _Toc503778043][bookmark: _Toc34082021]Mastering display colour volume SEI message semantics
[bookmark: _Hlk9881999]This SEI message identifies the colour volume (the colour primaries, white point, and luminance range) of a display considered to be the mastering display for the associated video content – e.g., the colour volume of a display that was used for viewing while authoring the video content. The described mastering display is a three-colour additive display system that has been configured to use the indicated mastering colour volume.
This SEI message does not identify the measurement methodologies and procedures used for determining the indicated values or provide any description of the mastering environment. It also does not provide information on colour transformations that would be appropriate to preserve creative intent on displays with colour volumes different from that of the described mastering display.
[bookmark: _Hlk513577984]The information conveyed in this SEI message is intended to be adequate for purposes corresponding to the use of SMPTE ST 2086 (2018).
When a mastering display colour volume SEI message is present for any picture of a CLVS of a particular layer, a mastering display colour volume SEI message shall be present for the first picture of the CLVS. The mastering display colour volume SEI message persists for the current layer in decoding order from the current picture until the end of the CLVS. All mastering display colour volume SEI messages that apply to the same CLVS shall have the same content.
[bookmark: _Hlk513579603]display_primaries_x[c], when in the range of 5 to 37 000, inclusive, specifies the normalized x chromaticity coordinate of the colour primary component c of the mastering display, according to the CIE 1931 definition of x as specified in ISO 11664-1 (see also ISO 11664-3 and CIE 15), in increments of 0.00002. When display_primaries_x[c] is not in the range of 5 to 37 000, inclusive, the normalized x chromaticity coordinate of the colour primary component c of the mastering display is unknown or unspecified or specified by other means not specified in this Specification.
display_primaries_y[c], when in the range of 5 to 42 000, inclusive, specifies the normalized y chromaticity coordinate of the colour primary component c of the mastering display, according to the CIE 1931 definition of y as specified in ISO 11664-1 (see also ISO 11664-3 and CIE 15), in increments of 0.00002. When display_primaries_y[c] is not in the range of 5 to 42 000, inclusive, the normalized y chromaticity coordinate of the colour primary component c of the mastering display is unknown or unspecified or specified by other means not specified in this Specification.
For describing mastering displays that use red, green, and blue colour primaries, it is suggested that index value c equal to 0 should correspond to the green primary, c equal to 1 should correspond to the blue primary and c equal to 2 should correspond to the red colour primary (see also Annex E).
[bookmark: _Hlk513581207]white_point_x, when in the range of 5 to 37 000, inclusive, specifies the normalized x chromaticity coordinate of the white point of the mastering display, according to the CIE 1931 definition of x as specified in ISO 11664-1 (see also ISO 11664-3 and CIE 15), in normalized increments of 0.00002. When white_point_x is not in the range of 5 to 37 000, inclusive, the normalized x chromaticity coordinate of the white point of the mastering display is indicated to be unknown or unspecified or specified by other means not specified in this Specification.
white_point_y, when in the range of 5 to 42 000, inclusive, specifies the normalized y chromaticity coordinate of the white point of the mastering display, according to the CIE 1931 definition of y as specified in ISO 11664-1 (see also ISO 11664-3 and CIE 15), in normalized increments of 0.00002. When white_point_y is not in the range of 5 to 42 000, inclusive, the normalized y chromaticity coordinate of the white point of the mastering display is indicated to be unknown or unspecified or specified by other means not specified in this Specification.
NOTE 1	SMPTE ST 2086 (2018) specifies that the normalized x and y chromaticity coordinate values for the mastering display colour primaries and white point are to be represented with four decimal places. This would correspond with using values of the syntax elements display_primaries_x[c], display_primaries_y[c], white_point_x, and white_point_y, as defined in this Specification, that are multiples of 5.
[bookmark: _Hlk513582224][bookmark: _Hlk513581734]NOTE 2	An example of the use of values outside the range for which semantics are specified in this Specification is that ANSI/CTA 861-G (2016) uses normalized (x, y) chromaticity coordinate values of (0,0) for the white point to indicate that the white point chromaticity is unknown.
max_display_mastering_luminance, when in the range of 50 000 to 100 000 000, specifies the nominal maximum display luminance of the mastering display in units of 0.0001 candelas per square metre. When max_display_mastering_luminance is not in the range of 50 000 to 100 000 000, the nominal maximum display luminance of the mastering display is indicated to be unknown or unspecified or specified by other means not specified in this Specification.
NOTE 3	SMPTE ST 2086 (2018) specifies that the nominal maximum display luminance of the mastering display is to be specified as a multiple of 1 candela per square meter. This would correspond with using values of the syntax element max_display_mastering_luminance, as defined in this Specification, that are a multiple of 10 000.
[bookmark: _Hlk513582238]NOTE 4	An example of the use of values outside the range for which semantics are specified in this Specification is that ANSI/CTA 861-G (2016) uses the value 0 for the nominal maximum display luminance of the mastering display to indicate that the nominal maximum display luminance of the mastering display is unknown.
[bookmark: _Hlk513582641]min_display_mastering_luminance, when in the range of 1 to 50 000, specifies the nominal minimum display luminance of the mastering display in units of 0.0001 candelas per square metre. When min_display_mastering_luminance is not in the range of 1 to 50 000, the nominal maximum display luminance of the mastering display is unknown or unspecified or specified by other means not specified in this Specification. When max_display_mastering_luminance is equal to 50 000, min_display_mastering_luminance shall not be equal to 50 000.
NOTE 5	SMPTE ST 2086 (2018) specifies that the nominal minimum display luminance of the mastering display is to be specified as a multiple of 0.0001 candelas per square metre, which corresponds to the semantics specified in this Specification.
NOTE 6	An example of the use of values outside the range for which semantics are specified in this Specification is that ANSI/CTA 861-G (2016) uses the value 0 for the nominal minimum display luminance of the mastering display to indicate that the nominal minimum display luminance of the mastering display is unknown.
NOTE 7	Another example of the potential use of values outside the range for which semantics are specified in this Specification is that SMPTE ST 2086 (2018) indicates that values outside the specified range could be used to indicate that the black level and contrast of the mastering display have been adjusted using picture line-up generation equipment (PLUGE).
At the minimum luminance, the mastering display is considered to have the same nominal chromaticity as the white point.
[bookmark: _Toc452007464][bookmark: _Toc501130346][bookmark: _Toc503778050][bookmark: _Toc34082022]Content light level information SEI message semantics
[bookmark: _Ref3563907][bookmark: _Toc8925002]This SEI message identifies upper bounds for the nominal target brightness light level of the pictures of the CLVS.
The information conveyed in this SEI message is intended to be adequate for purposes corresponding to the use of the Consumer Electronics Association 861.3 specification.
The semantics of the content light level information SEI message are defined in relation to the values of samples in a 4:4:4 representation of red, green, and blue colour primary intensities in the linear light domain for the pictures of the CLVS, in units of candelas per square metre. However, this SEI message does not, by itself, identify a conversion process for converting the sample values of a decoded picture to the samples in a 4:4:4 representation of red, green, and blue colour primary intensities in the linear light domain for the picture.
NOTE 1	Other syntax elements, such as colour_primaries, transfer_characteristics, matrix_coeffs, and the chroma resampling filter hint SEI message, when present, may assist in the identification of such a conversion process.
Given the red, green, and blue colour primary intensities in the linear light domain for the location of a luma sample in a corresponding 4:4:4 representation, denoted as ER, EG, and EB, the maximum component intensity is defined as EMax = Max(ER, Max(EG, EB)). The light level corresponding to the stimulus is then defined as the CIE 1931 luminance corresponding to equal amplitudes of EMax for all three colour primary intensities for red, green, and blue (with appropriate scaling to reflect the nominal luminance level associated with peak white – e.g., ordinarily scaling to associate peak white with 10 000 candelas per square metre when transfer_characteristics is equal to 16).
NOTE 2	Since the maximum value EMax is used in this definition at each sample location, rather than a direct conversion from ER, EG, and EB to the corresponding CIE 1931 luminance, the CIE 1931 luminance at a location may in some cases be less than the indicated light level. This situation would occur, for example, when ER and EG are very small and EB is large, in which case the indicated light level would be much larger than the true CIE 1931 luminance associated with the (ER, EG, EB) triplet.
All content light level information SEI messages that apply to the same CLVS shall have the same content.
max_content_light_level, when not equal to 0, indicates an upper bound on the maximum light level among all individual samples in a 4:4:4 representation of red, green, and blue colour primary intensities (in the linear light domain) for the pictures of the CLVS, in units of candelas per square metre. When equal to 0, no such upper bound is indicated by max_content_light_level.
max_pic_average_light_level, when not equal to 0, indicates an upper bound on the maximum average light level among the samples in a 4:4:4 representation of red, green, and blue colour primary intensities (in the linear light domain) for any individual picture of the CLVS, in units of candelas per square metre. When equal to 0, no such upper bound is indicated by max_pic_average_light_level.
NOTE 3	When the visually relevant region does not correspond to the entire cropped decoded picture, such as for "letterbox" encoding of video content with a wide picture aspect ratio within a taller cropped decoded picture, the indicated average should be performed only within the visually relevant region.
[bookmark: _Toc34082023]Reserved SEI message semantics
The reserved SEI message consists of data reserved for future backward-compatible use by ITU-T | ISO/IEC. It is a requirement of bitstream conformance that bitstreams shall not contain reserved SEI messages until and unless the use of such messages has been specified by ITU-T | ISO/IEC. Decoders shall ignore reserved SEI messages.


[bookmark: _Ref33814001][bookmark: _Toc34082024]

Video usability information
(This annex forms an integral part of this International Standard.)
[bookmark: _Toc21554015][bookmark: _Toc21667057][bookmark: _Toc22564089][bookmark: _Toc23885932][bookmark: _Toc23887454][bookmark: _Toc23887713][bookmark: _Toc29644757][bookmark: _Toc29947464][bookmark: _Toc8925003][bookmark: _Toc34082025]General
This Annex specifies syntax and semantics of the VUI parameters.
VUI parameters are not required for constructing the luma or chroma samples by the decoding process. Conforming decoders are not required to process this information for output order conformance to this International Standard (see Annex Cfor the specification of conformance). Some VUI parameters are required to check bitstream conformance and for output timing decoder conformance.
[bookmark: _Toc21554017][bookmark: _Toc21667059][bookmark: _Toc22564091][bookmark: _Toc23885934][bookmark: _Toc23887456][bookmark: _Toc23887715][bookmark: _Toc29644759][bookmark: _Toc29947466][bookmark: _Toc30923054][bookmark: _Toc30923760][bookmark: _Toc30923992][bookmark: _Toc31031292][bookmark: _Toc31054803][bookmark: _Toc31142382][bookmark: _Toc31142635][bookmark: _Toc31142992][bookmark: _Toc31146452][bookmark: _Toc31203115][bookmark: _Toc31239237][bookmark: _Toc31321933][bookmark: _Toc31376921][bookmark: _Toc31378683][bookmark: _Toc31378842][bookmark: _Toc31381392][bookmark: _Toc31381551][bookmark: _Toc31381711][bookmark: _Toc31381870][bookmark: _Toc31382029][bookmark: _Toc31382187][bookmark: _Toc31382447][bookmark: _Toc31385087][bookmark: _Toc31663171][bookmark: _Toc31664648][bookmark: _Toc31925650][bookmark: _Toc31926592][bookmark: _Toc32513032][bookmark: _Ref19432721][bookmark: _Toc20134574][bookmark: _Toc84316604][bookmark: _Toc77680673][bookmark: _Toc118289276][bookmark: _Toc8925004]In Annex E, specification for presence of VUI parameters is also satisfied when those parameters (or some subset of them) are conveyed to decoders (or to the HRD) by other means not specified by this International Standard. When present in the bitstream, VUI parameters shall follow the syntax and semantics specified in subclauses E.2 and E.3 and this annex. When the content of VUI parameters is conveyed for the application by some means other than presence within the bitstream, the representation of the content of the VUI parameters is not required to use the same syntax specified in this annex. For the purpose of counting bits, only the appropriate bits that are actually present in the bitstream are counted.
[bookmark: _Ref32940855][bookmark: _Toc34082026]VUI parameters syntax
The VUI parameters syntax is specified in Table E.1.
[bookmark: _Ref31023524][bookmark: _Toc34082079]Table E.1 — VUI parameters syntax
	Syntax
	C
	Descriptor

	vui_parameters (payload_size) {
	
	

		aspect_ratio_info_present_flag
	0
	u(1)

		if (aspect_ratio_info_present_flag) {
	
	

			aspect_ratio_idc
	0
	u(8)

			if (aspect_ratio_idc == Extended_SAR) {
	
	

				sar_width
	0
	u(16)

				sar_height
	0
	u(16)

			}
	
	

		}
	
	

		overscan_info_present_flag
	0
	u(1)

		if (overscan_info_present_flag)
	
	

			overscan_appropriate_flag
	0
	u(1)

		video_signal_type_present_flag
	0
	u(1)

		if (video_signal_type_present_flag) {
	
	

			video_format
	0
	u(3)

			video_full_range_flag
	0
	u(1)

			colour_description_present_flag
	0
	u(1)

			if (colour_description_present_flag) {
	
	

				colour_primaries
	0
	u(8)

				transfer_characteristics
	0
	u(8)

				matrix_coefficients
	0
	u(8)

			}
	
	

		}
	
	

		chroma_loc_info_present_flag
	0
	u(1)

		if (chroma_loc_info_present_flag) {
	
	

			chroma_sample_loc_type_top_field
	0
	ue(v)

			chroma_sample_loc_type_bottom_field
	0
	ue(v)

		}
	
	

		timing_info_present_flag
	0
	u(1)

		if (timing_info_present_flag) {
	
	

			num_units_in_tick
	0
	u(32)

			time_scale
	0
	u(32)

			fixed_pic_rate_flag
	0
	u(1)

		}
	
	

		pic_struct_present_flag 
	0
	u(1)

		bitstream_restriction_flag
	0
	u(1)

		if (bitstream_restriction_flag) {
	
	

			motion_vectors_over_pic_boundaries_flag
	0
	u(1)

			max_bytes_per_pic_denom
	0
	ue(v)

			max_bits_per_mb_denom
	0
	ue(v)

			log2_max_mv_length_horizontal
	0
	ue(v)

			log2_max_mv_length_vertical
	0
	ue(v)

			num_reorder_pics
	0
	ue(v)

			max_dec_pic_buffering
	0
	ue(v)

		}
	
	

	}
	
	


[bookmark: _Toc33811173][bookmark: _Toc33812250][bookmark: _Toc33816550][bookmark: _Toc33820229][bookmark: _Toc33820975][bookmark: _Toc33822125][bookmark: _Toc33822871][bookmark: _Toc33987591][bookmark: _Toc34018112][bookmark: _Toc34019163][bookmark: _Toc34020835][bookmark: _Toc34021582][bookmark: _Toc34022329][bookmark: _Toc33811177][bookmark: _Toc33812254][bookmark: _Toc33816554][bookmark: _Toc33820233][bookmark: _Toc33820979][bookmark: _Toc33822129][bookmark: _Toc33822875][bookmark: _Toc33987595][bookmark: _Toc34018116][bookmark: _Toc34019167][bookmark: _Toc34020839][bookmark: _Toc34021586][bookmark: _Toc34022333][bookmark: _Toc33811181][bookmark: _Toc33812258][bookmark: _Toc33816558][bookmark: _Toc33820237][bookmark: _Toc33820983][bookmark: _Toc33822133][bookmark: _Toc33822879][bookmark: _Toc33987599][bookmark: _Toc34018120][bookmark: _Toc34019171][bookmark: _Toc34020843][bookmark: _Toc34021590][bookmark: _Toc34022337][bookmark: _Toc33811185][bookmark: _Toc33812262][bookmark: _Toc33816562][bookmark: _Toc33820241][bookmark: _Toc33820987][bookmark: _Toc33822137][bookmark: _Toc33822883][bookmark: _Toc33987603][bookmark: _Toc34018124][bookmark: _Toc34019175][bookmark: _Toc34020847][bookmark: _Toc34021594][bookmark: _Toc34022341][bookmark: _Toc33811189][bookmark: _Toc33812266][bookmark: _Toc33816566][bookmark: _Toc33820245][bookmark: _Toc33820991][bookmark: _Toc33822141][bookmark: _Toc33822887][bookmark: _Toc33987607][bookmark: _Toc34018128][bookmark: _Toc34019179][bookmark: _Toc34020851][bookmark: _Toc34021598][bookmark: _Toc34022345][bookmark: _Toc33811193][bookmark: _Toc33812270][bookmark: _Toc33816570][bookmark: _Toc33820249][bookmark: _Toc33820995][bookmark: _Toc33822145][bookmark: _Toc33822891][bookmark: _Toc33987611][bookmark: _Toc34018132][bookmark: _Toc34019183][bookmark: _Toc34020855][bookmark: _Toc34021602][bookmark: _Toc34022349][bookmark: _Toc33811197][bookmark: _Toc33812274][bookmark: _Toc33816574][bookmark: _Toc33820253][bookmark: _Toc33820999][bookmark: _Toc33822149][bookmark: _Toc33822895][bookmark: _Toc33987615][bookmark: _Toc34018136][bookmark: _Toc34019187][bookmark: _Toc34020859][bookmark: _Toc34021606][bookmark: _Toc34022353][bookmark: _Toc33811201][bookmark: _Toc33812278][bookmark: _Toc33816578][bookmark: _Toc33820257][bookmark: _Toc33821003][bookmark: _Toc33822153][bookmark: _Toc33822899][bookmark: _Toc33987619][bookmark: _Toc34018140][bookmark: _Toc34019191][bookmark: _Toc34020863][bookmark: _Toc34021610][bookmark: _Toc34022357][bookmark: _Toc31142385][bookmark: _Toc31142638][bookmark: _Toc31142995][bookmark: _Toc31146455][bookmark: _Toc31203118][bookmark: _Toc31239240][bookmark: _Toc31321936][bookmark: _Toc31376924][bookmark: _Toc31378686][bookmark: _Toc31378845][bookmark: _Toc31381395][bookmark: _Toc31381554][bookmark: _Toc31381714][bookmark: _Toc31381873][bookmark: _Toc31382032][bookmark: _Toc31382190][bookmark: _Toc31382450][bookmark: _Toc31385090][bookmark: _Toc33811253][bookmark: _Toc33812330][bookmark: _Toc33816630][bookmark: _Toc33820309][bookmark: _Toc33821055][bookmark: _Toc33822205][bookmark: _Toc33822951][bookmark: _Toc33987671][bookmark: _Toc34018192][bookmark: _Toc34019243][bookmark: _Toc34020915][bookmark: _Toc34021662][bookmark: _Toc34022409][bookmark: _Toc33811254][bookmark: _Toc33812331][bookmark: _Toc33816631][bookmark: _Toc33820310][bookmark: _Toc33821056][bookmark: _Toc33822206][bookmark: _Toc33822952][bookmark: _Toc33987672][bookmark: _Toc34018193][bookmark: _Toc34019244][bookmark: _Toc34020916][bookmark: _Toc34021663][bookmark: _Toc34022410][bookmark: _Toc33811255][bookmark: _Toc33812332][bookmark: _Toc33816632][bookmark: _Toc33820311][bookmark: _Toc33821057][bookmark: _Toc33822207][bookmark: _Toc33822953][bookmark: _Toc33987673][bookmark: _Toc34018194][bookmark: _Toc34019245][bookmark: _Toc34020917][bookmark: _Toc34021664][bookmark: _Toc34022411][bookmark: _Toc33811260][bookmark: _Toc33812337][bookmark: _Toc33816637][bookmark: _Toc33820316][bookmark: _Toc33821062][bookmark: _Toc33822212][bookmark: _Toc33822958][bookmark: _Toc33987678][bookmark: _Toc34018199][bookmark: _Toc34019250][bookmark: _Toc34020922][bookmark: _Toc34021669][bookmark: _Toc34022416][bookmark: _Toc33811264][bookmark: _Toc33812341][bookmark: _Toc33816641][bookmark: _Toc33820320][bookmark: _Toc33821066][bookmark: _Toc33822216][bookmark: _Toc33822962][bookmark: _Toc33987682][bookmark: _Toc34018203][bookmark: _Toc34019254][bookmark: _Toc34020926][bookmark: _Toc34021673][bookmark: _Toc34022420][bookmark: _Toc33811268][bookmark: _Toc33812345][bookmark: _Toc33816645][bookmark: _Toc33820324][bookmark: _Toc33821070][bookmark: _Toc33822220][bookmark: _Toc33822966][bookmark: _Toc33987686][bookmark: _Toc34018207][bookmark: _Toc34019258][bookmark: _Toc34020930][bookmark: _Toc34021677][bookmark: _Toc34022424][bookmark: _Toc33811272][bookmark: _Toc33812349][bookmark: _Toc33816649][bookmark: _Toc33820328][bookmark: _Toc33821074][bookmark: _Toc33822224][bookmark: _Toc33822970][bookmark: _Toc33987690][bookmark: _Toc34018211][bookmark: _Toc34019262][bookmark: _Toc34020934][bookmark: _Toc34021681][bookmark: _Toc34022428][bookmark: _Toc33811276][bookmark: _Toc33812353][bookmark: _Toc33816653][bookmark: _Toc33820332][bookmark: _Toc33821078][bookmark: _Toc33822228][bookmark: _Toc33822974][bookmark: _Toc33987694][bookmark: _Toc34018215][bookmark: _Toc34019266][bookmark: _Toc34020938][bookmark: _Toc34021685][bookmark: _Toc34022432][bookmark: _Toc33811280][bookmark: _Toc33812357][bookmark: _Toc33816657][bookmark: _Toc33820336][bookmark: _Toc33821082][bookmark: _Toc33822232][bookmark: _Toc33822978][bookmark: _Toc33987698][bookmark: _Toc34018219][bookmark: _Toc34019270][bookmark: _Toc34020942][bookmark: _Toc34021689][bookmark: _Toc34022436][bookmark: _Toc33811284][bookmark: _Toc33812361][bookmark: _Toc33816661][bookmark: _Toc33820340][bookmark: _Toc33821086][bookmark: _Toc33822236][bookmark: _Toc33822982][bookmark: _Toc33987702][bookmark: _Toc34018223][bookmark: _Toc34019274][bookmark: _Toc34020946][bookmark: _Toc34021693][bookmark: _Toc34022440][bookmark: _Toc33811288][bookmark: _Toc33812365][bookmark: _Toc33816665][bookmark: _Toc33820344][bookmark: _Toc33821090][bookmark: _Toc33822240][bookmark: _Toc33822986][bookmark: _Toc33987706][bookmark: _Toc34018227][bookmark: _Toc34019278][bookmark: _Toc34020950][bookmark: _Toc34021697][bookmark: _Toc34022444][bookmark: _Toc33811292][bookmark: _Toc33812369][bookmark: _Toc33816669][bookmark: _Toc33820348][bookmark: _Toc33821094][bookmark: _Toc33822244][bookmark: _Toc33822990][bookmark: _Toc33987710][bookmark: _Toc34018231][bookmark: _Toc34019282][bookmark: _Toc34020954][bookmark: _Toc34021701][bookmark: _Toc34022448][bookmark: _Toc33811296][bookmark: _Toc33812373][bookmark: _Toc33816673][bookmark: _Toc33820352][bookmark: _Toc33821098][bookmark: _Toc33822248][bookmark: _Toc33822994][bookmark: _Toc33987714][bookmark: _Toc34018235][bookmark: _Toc34019286][bookmark: _Toc34020958][bookmark: _Toc34021705][bookmark: _Toc34022452][bookmark: _Toc33811300][bookmark: _Toc33812377][bookmark: _Toc33816677][bookmark: _Toc33820356][bookmark: _Toc33821102][bookmark: _Toc33822252][bookmark: _Toc33822998][bookmark: _Toc33987718][bookmark: _Toc34018239][bookmark: _Toc34019290][bookmark: _Toc34020962][bookmark: _Toc34021709][bookmark: _Toc34022456][bookmark: _Toc33811304][bookmark: _Toc33812381][bookmark: _Toc33816681][bookmark: _Toc33820360][bookmark: _Toc33821106][bookmark: _Toc33822256][bookmark: _Toc33823002][bookmark: _Toc33987722][bookmark: _Toc34018243][bookmark: _Toc34019294][bookmark: _Toc34020966][bookmark: _Toc34021713][bookmark: _Toc34022460][bookmark: _Toc33811308][bookmark: _Toc33812385][bookmark: _Toc33816685][bookmark: _Toc33820364][bookmark: _Toc33821110][bookmark: _Toc33822260][bookmark: _Toc33823006][bookmark: _Toc33987726][bookmark: _Toc34018247][bookmark: _Toc34019298][bookmark: _Toc34020970][bookmark: _Toc34021717][bookmark: _Toc34022464][bookmark: _Toc33811312][bookmark: _Toc33812389][bookmark: _Toc33816689][bookmark: _Toc33820368][bookmark: _Toc33821114][bookmark: _Toc33822264][bookmark: _Toc33823010][bookmark: _Toc33987730][bookmark: _Toc34018251][bookmark: _Toc34019302][bookmark: _Toc34020974][bookmark: _Toc34021721][bookmark: _Toc34022468][bookmark: _Toc31142387][bookmark: _Toc31142640][bookmark: _Toc31142997][bookmark: _Toc31146457][bookmark: _Toc31203120][bookmark: _Toc31239242][bookmark: _Toc31321938][bookmark: _Toc31376926][bookmark: _Toc31378688][bookmark: _Toc31378847][bookmark: _Toc31381397][bookmark: _Toc31381556][bookmark: _Toc31381716][bookmark: _Toc31381875][bookmark: _Toc31382034][bookmark: _Toc31382192][bookmark: _Toc31382452][bookmark: _Toc31385092][bookmark: _Toc29960185][bookmark: _Toc29972050][bookmark: _Toc29960222][bookmark: _Toc29972087][bookmark: _Ref19432726][bookmark: _Toc20134578][bookmark: _Toc84316607][bookmark: _Toc77680676][bookmark: _Toc118289279][bookmark: _Toc8925007][bookmark: _Toc34082027]VUI parameters semantics
aspect_ratio_info_present_flag equal to 1 specifies that aspect_ratio_idc is present. aspect_ratio_info_present_flag equal to 0 specifies that aspect_ratio_idc is not present.
aspect_ratio_idc, sar_width and sar_height shall have the meaning of SampleAspectRatio, SarWidth and SarHeight, respectively, as specified in Section 8.6 of ITU-T H.273 | ISO/IEC 23091-2.
overscan_info_present_flag equal to 1 specifies that the overscan_appropriate_flag is present. When overscan_info_present_flag is equal to 0 or is not present, the preferred display method for the video signal is unspecified.
overscan_appropriate_flag equal to 1 indicates that the cropped decoded pictures output are suitable for display using overscan. overscan_appropriate_flag equal to 0 indicates that the cropped decoded pictures output contain visually important information in the entire region out to the edges of the cropping rectangle of the picture, such that the cropped decoded pictures output should not be displayed using overscan. Instead, they should be displayed using either an exact match between the display area and the cropping rectangle, or using underscan.
NOTE 1	For example, overscan_appropriate_flag equal to 1 might be used for entertainment television programming, or for a live view of people in a videoconference, and overscan_appropriate_flag equal to 0 might be used for computer screen capture or security camera content.
video_signal_type_present_flag equal to 1 specifies that video_format, video_full_range_flag and colour_description_present_flag are present. video_signal_type_present_flag equal to 0, specify that video_format, video_full_range_flag and colour_description_present_flag are not present.
video_format indicates the representation of the pictures as specified in Table E.2, before being coded in accordance with this International Standard. When the video_format syntax element is not present, video_format value shall be inferred to be equal to 5.
[bookmark: _Ref31023932][bookmark: _Toc34082080]Table E.2 — Meaning of video_format
	video_format
	Meaning

	0
	Component

	1
	PAL

	2
	NTSC

	3
	SECAM

	4
	MAC

	5
	Unspecified video format

	6
	Reserved

	7
	Reserved


video_full_range_flag indicates the black level and range of the luma and chroma signals as derived from E’Y, E’PB, and E’PR or E’R, E’G, and E’B analogue component signals.
When the video_full_range_flag syntax element is not present, the value of video_full_range_flag shall be inferred to be equal to 0.
colour_description_present_flag equal to 1 specifies that colour_primaries, transfer_characteristics and matrix_coefficients are present. colour_description_present_flag equal to 0 specifies that colour_primaries, transfer_characteristics and matrix_coefficients are not present.
colour_primaries shall have the meaning of ColourPrimaries as specified in specified in Section 8.1 of ITU-T H.273 | ISO/IEC 23091-2.
transfer_characteristics shall have the meaning of TransferCharacteristics as specified in Section 8.2 of ITU-T H.273 | ISO/IEC 23091-2.
matrix_coefficients shall have the meaning of MatrixCoefficients as specified in as specified in Section 8.3 of ITU-T H.273 | ISO/IEC 23091-2.
chroma_loc_info_present_flag equal to 1 specifies that chroma_sample_loc_type_top_field and chroma_sample_loc_type_bottom_field are present. chroma_loc_info_present_flag equal to 0 specifies that chroma_sample_loc_type_top_field and chroma_sample_loc_type_bottom_field are not present.
chroma_sample_loc_type_top_field and chroma_sample_loc_type_bottom_field specify the location of chroma samples for the top field and the bottom field as shown in Figure E.1. The value of chroma_sample_loc_type_top_field and chroma_sample_loc_type_bottom_field shall be in the range of 0 to 5, inclusive. When the chroma_sample_loc_type_top_field and chroma_sample_loc_type_bottom_field are not present, the values of chroma_sample_loc_type_top_field and chroma_sample_loc_type_bottom_field shall be inferred to be equal to 0.
NOTE 2	When coding progressive source material, chroma_sample_loc_type_top_field and chroma_sample_loc_type_bottom_field should have the same value.
Location of chroma samples for top and bottom fields as a function of chroma_sample_loc_type_top_field and chroma_sample_loc_type_bottom_field are shown in Figure E.1.


[bookmark: _Ref31030556][bookmark: _Toc34082121]Figure E.1 — Chroma location samples
timing_info_present_flag equal to 1 specifies that num_units_in_tick, time_scale and fixed_pic_rate_flag are present in the bitstream. timing_info_present_flag equal to 0 specifies that num_units_in_tick, time_scale and fixed_pic_rate_flag are not present in the bitstream.
num_units_in_tick is the number of time units of a clock operating at the frequency time_scale Hz that corresponds to one increment (called a clock tick) of a clock tick counter. num_units_in_tick shall be greater than 0. A clock tick is the minimum interval of time that can be represented in the coded data. For example, when the clock frequency of a video signal is 60 000  1001 Hz, time_scale may be equal to 60 000 and num_units_in_tick may be equal to 1001. See Equation (C.1).
time_scale is the number of time units that pass in one second. For example, a time coordinate system that measures time using a 27 MHz clock has a time_scale of 27 000 000. time_scale shall be greater than 0.
fixed_pic_rate_flag equal to 1 indicates that the temporal distance between the HRD output times of any two consecutive pictures in output order is constrained as follows. fixed_pic_rate_flag equal to 0 indicates that no such constraints apply to the temporal distance between the HRD output times of any two consecutive pictures in output order.
For each picture n where n indicates the n-th picture (in output order) that is output and picture n is not the last picture in the bitstream (in output order) that is output, the value of tfi,dpb(n) is specified by
[bookmark: DeltaTfiDPB_Eqn]tfi,dpb(n) = to,dpb(n)  DeltaTfiDivisor	(E.1)
When fixed_pic_rate_flag is equal to 1 for a coded video sequence containing picture n, the value computed for tfi,dpb(n) shall be equal to tc as specified in Equation (C.1) (using the value of tc for the coded video sequence containing picture n) when either or both of the following conditions are true for the following picture nn that is specified for use in Equation C-13.
picture nn is in the same coded video sequence as picture n.
picture nn is in a different coded video sequence and fixed_pic_rate_flag is equal to 1 in the coded video sequence containing picture nn and the value of num_units_in_tick  time_scale is the same for both coded video sequences.
bitstream_restriction_flag equal to 1, specifies that the following coded video sequence bitstream restriction parameters are present. bitstream_restriction_flag equal to 0, specifies that the following coded video sequence bitstream restriction parameters are not present.
max_bytes_per_pic_denom indicates a number of bytes not exceeded by the sum of the sizes of the VCL NAL units associated with any coded picture in the coded video sequence.
The number of bytes that represent a picture in the NAL unit stream is specified for this purpose as the total number of bytes of VCL NAL unit data (i.e., the total of the NumBytesInNALunit variables for the VCL NAL units) for the picture. The value of max_bytes_per_pic_denom shall be in the range of 0 to 16, inclusive.
Depending on max_bytes_per_pic_denom the following applies.
If max_bytes_per_pic_denom is equal to 0, no limits are indicated.
Otherwise (max_bytes_per_pic_denom is not equal to 0), no coded picture shall be represented in the coded video sequence by more than the following number of bytes.
(PicSizeInMbs * RawMbBits)  (8 * max_bytes_per_pic_denom)	(E.2)
When the max_bytes_per_pic_denom syntax element is not present, the value of max_bytes_per_pic_denom shall be inferred to be equal to 2.
max_bits_per_mb_denom indicates the maximum number of coded bits of macroblock_layer( ) data for any macroblock in any picture of the coded video sequence. The value of max_bits_per_mb_denom shall be in the range of 0 to 16, inclusive.
Depending on max_bits_per_mb_denom the following applies.
If max_bits_per_mb_denom is equal to 0, no limit is specified.
Otherwise (max_bits_per_mb_denom is not equal to 0), no coded macroblock_layer( ) shall be represented in the bitstream by more than the following number of bits.
(128 + RawMbBits)  max_bits_per_mb_denom	(E.3)
Depending on entropy_coding_mode_flag, the bits of macroblock_layer( ) data are counted as follows.
If entropy_coding_mode_flag is equal to 0, the number of bits of macroblock_layer( ) data is given by the number of bits in the macroblock_layer( ) syntax structure for a macroblock.
Otherwise (entropy_coding_mode_flag is equal to 1), the number of bits of macroblock_layer( ) data for a macroblock is given by the number of times read_bits(1) is called in subclauses ‎9.3.3.2.2 and ‎9.3.3.2.3 when parsing the macroblock_layer( ) associated with the macroblock.
When the max_bits_per_mb_denom is not present, the value of max_bits_per_mb_denom shall be inferred to be equal to 1.
log2_max_mv_length_horizontal and log2_max_mv_length_vertical indicate the maximum absolute value of a decoded horizontal and vertical motion vector component, respectively, in ¼ luma sample units, for all pictures in the coded video sequence. A value of n asserts that no value of a motion vector component shall exceed the range from −2n to 2n − 1, inclusive, in units of ¼ luma sample displacement. The value of log2_max_mv_length_horizontal shall be in the range of 0 to 16, inclusive. The value of log2_max_mv_length_vertical shall be in the range of 0 to 16, inclusive. When log2_max_mv_length_horizontal is not present, the values of log2_max_mv_length_horizontal and log2_max_mv_length_vertical shall be inferred to be equal to 16.
NOTE 9	The maximum absolute value of a decoded vertical or horizontal motion vector component is also constrained by profile and level limits as specified in Annex A.
[bookmark: _Toc20134580][bookmark: _Ref23591964][bookmark: _Ref23740123][bookmark: _Ref34291335]num_reorder_pics indicates the maximum number of frames, complementary field pairs, or non-paired fields that precede any frame, complementary field pair, or non-paired field in the coded video sequence in decoding order and follow it in output order. The value of num_reorder_pics shall be in the range of 0 to max_dec_pic_buffering, inclusive. When the num_reorder_pics syntax element is not present, the value of num_reorder_pics value shall be inferred to be equal to max_dec_pic_buffering.
[bookmark: _Toc4609906][bookmark: _Toc4609907][bookmark: _Toc4609908][bookmark: _Toc4609951][bookmark: _Toc4609952][bookmark: _Toc4609953][bookmark: _Toc4609969][bookmark: _Toc4609970][bookmark: _Toc4609971][bookmark: _Toc4609972][bookmark: _Toc4609973][bookmark: _Toc4609974][bookmark: _Toc4609975][bookmark: _Toc4609976][bookmark: _Toc4609985][bookmark: _Toc347157663][bookmark: _Toc4609986][bookmark: _Toc4609987][bookmark: _Toc4609988][bookmark: _Toc4609989][bookmark: _Toc4609990][bookmark: _Toc4609991][bookmark: _Toc4609992][bookmark: _Toc4609993][bookmark: _Toc4609994][bookmark: _Toc4609995][bookmark: _Toc4609996][bookmark: _Toc4609997][bookmark: _Toc4609998][bookmark: _Toc4609999][bookmark: _Toc4610000]max_dec_pic_buffering specifies the required size of the HRD decoded picture buffer (DPB) in units of picture storage buffers. The coded video sequence shall not require a decoded picture buffer with size of more than Max(1, max_dec_pic_buffering) picture storage buffers to enable the output of decoded pictures at the output times specified by dpb_output_delay of the picture timing SEI messages. The value of max_dec_pic_buffering shall be in the range of num_ref_pics to MaxDpbSize (as specified in subclause ‎A.3.1 or ‎A.3.2), inclusive. When the max_dec_pic_buffering syntax element is not present, the value of max_dec_pic_buffering shall be inferred to be equal to MaxDpbSize.
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