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Introduction
Support for 360° video, also called omnidirectional video, has been standardized in Omnidirectional Media Format (OMAF) and in Supplemental Enhancement Information (SEI) messages defined for HEVC. These standards can be used for delivering immersive visual content. However, rendering flat 360° video may generate visual discomfort when objects close to the viewer are rendered: the world around the viewer seems flattened. Interactive parallax provides viewers with cues to their visual system, resulting in an enhanced perception of volume around them. The interactive parallax feature of 3DoF+ will provide viewers with visual content that closely mimics natural vision, but within a limited range of viewer motion.
Compared to traditional 3DoF virtual reality (VR) experiences where viewers are limited to rotational movements around the X, Y, and Z axes (pitch, yaw, and roll respectively), 3DoF+ introduces additional limited translational movement along the X, Y, and Z axes. A typical 3DoF+ use case is a user sitting on a chair looking at stereoscopic omnidirectional VR content on a head mounted display (HMD) with the capability to slightly move his head up/down, left/right and forward/backward.
As described in MPEG-I architectures Technical Report [1], head motion parallax feature can be achieved by using colour videos, depth information and associated metadata. As such, it is expected that the MPEG-I solution for the coding of 3DoF+ videos will be built on the existing HEVC standard for video and depth information while 3DoF+ metadata will be standardized in MPEG-I part 7. It will be referenced at the systems level in OMAF and at the video level in SEI messages for HEVC.
Purpose and procedure 
[bookmark: _Ref497426731]To evaluate the proposed 3DoF+ coding technologies, both objective and formal subjective tests will be performed by modelling variation of head positions within the viewing volume. Results of these tests will be made public (although no direct identification of the proponents will be made in the report of the results unless it is specifically requested or authorized by a proponent to be explicitly identified and a consensus is established to do so). Prior to having evaluated the results of the tests, no commitment to any course of action regarding the proposed technology can be made.
Companies and organizations that have developed coding technology delivering a full 3DoF+ visual experience, and believe that their technology is better than the simulcast of multiple texture plus depth streams, are invited to submit proposals in response to this Call.
Descriptions of proposals shall be registered as input documents to the proposal evaluation meeting of March 2019 (see the timeline in Section 3). Proponents also need to attend this meeting to present their proposals. Further information about logistics to attend the meeting can be obtained from the listed contact persons (see Section 9).
The purpose of these tests is to evaluate video quality with the head motion parallax effect offered by the different proposals. 
Evaluation will be done using specific rectangular viewports generated from a combination of known and “late disclosed” pose trace representing viewing position/orientation. The late disclosed pose traces will not be disclosed to the proponents until after initial submissions are made. 
[bookmark: _Ref520386309]Timeline 
The timeline of the Call for Proposals is as follows:  
2019/01/14-18:	MPEG 125 (Marrakesh)
2019/01/18: 	Final Call for Proposals (public release)
2019/01/19: 	Formal registration period opens
2019/01/21		Preregistration deadline (Section 7)
2019/02/23:		Formal registration period ends.
2019/03/07:		“Late disclosed” pose traces will be published
2019/03/09:		Coded test material shall be received by the MPEG Test Chair[footnoteRef:2] (ship  SSD).  [2:  People who formally registered will receive instructions regarding how to submit the coded materials. If material is received later, the proposal may be excluded from testing.] 

2019/03/12:		Viewports for “late disclosed” pose traces provided (by FTP1)
2019/03/19:		Registration and submission of documents describing the proposals[footnoteRef:3] [3:  Contact persons will provide information about the document submission process and the document submission template. Note that submitted documents will be made publicly available. Exceptions to public availability will be considered on a case by case basis upon request by the contributor.] 

2019/03/19:		Anchor “late disclosed” pose trace videos are provided by volunteers
019/03/21:		Cross-checking of bitstreams and binary decoders (participation mandatory for proponents)
2019/03/21:		Subjective expert viewing starts
2019/03/24:		Subjective test results available within MPEG
2019/03/23-29:	Evaluation of proposals at MPEG 126 (Geneva)[footnoteRef:4] [4:  Proponents are required to attend this standardization meeting. ] 

MPEG 126		WD 1		(March 2019)
MPEG 127		WD 2		(July 2019)
MPEG 128		CD		(October 2019)
MPEG 129		DIS		(January 2020)
MPEG 131		FDIS		(July 2020)
Test coding conditions, and anchors
Common test conditions
This document refers to the MPEG2018/N18089 Common Test Conditions (CTC) document by reference. The following changes have been made to the test conditions:
· There are new pose traces.
· Anchor metadata bitrate now includes camera parameters, including only the coded views and based on the filesize after zip compression.
· In contrast to the anchor, proposals should set --SEIDecodedPictureHash=0 to ensure that the texture and depth bitrates can be determined from file sizes. For the anchor the encoder log is used to obtain the bitrate that does not take into account the picture hashes.
Video test sequence formats and frame rates
All test content are progressively scanned, and captured at 30 frames per second. They use YUV 4:2:0, 8 bits per channel format for colour; and YUV 4:2:0 planar, 8 bits or 16 bits per channel (little-endian) format for depth. Three of the test sequences (Class A, Class B, and Class C) have synthetically generated depth information. Two other test sequences (Class D, and Class E) are captured using a perspective camera array with estimated depth maps. Summary information for individual test content are given in Table 1 and Table A1 and Table A2 in Annex A. Further information about test content can be obtained in [3].
MPEG members may download the test material from the MPEG content server. Non-MPEG members may request the test material for the purpose of preparing a proposal by e-mailing the contact persons (see Section 9).
[bookmark: _Ref528748137]Table 1 – Video test sequence projection formats
	[bookmark: _Hlk529198430]Class
	Name
	Projection
	Source FoV
	Source Views

	Class A
	Classroom video
	Equirectangular projection
	360º x 180º
	15

	Class B
	TechnicolorMuesum
	Equirectangular projection
	180º x 180º
	24

	Class C
	TechnicolorHijack
	Equirectangular projection
	180º x 180º
	10

	Class D
	TechnicolorPainter
	Perspective
	46º x 25º
	16

	Class E
	IntelKermit
	Perspective
	63.6° x 38.5°
	13



[bookmark: _Ref490321689] Viewports and pose traces
For subjective evaluation, dynamic viewports will be extracted from the decoded video. The generated viewports will use the rectilinear projection format, will use progressive scanning, and 4:2:0 colour sampling with 8 bits per sample. Table 2 gives the field of view and resolution per class.
[bookmark: _Ref528768111]Table 2 – Dynamic viewport formats
	Class
	Viewport FoV
	Resolution

	Class A
	90º x 90º
	2048 x 2048

	Class B
	90º x 90º
	2048 x 2048

	Class C
	90º x 90º
	2048 x 2048

	Class D
	39º x 23º
	1920 x 1080

	Class E
	55º x 32º
	1920 x 1080



The set of pre-published pose traces is provided with this document, and will be used to indicate dynamic position and orientation of the viewer for each frame in the sequence. Please note that some pose traces have been refined since [3]. An additional set of “late disclosed” pose traces will be published after bitstreams have been submitted, according to the schedule in Section 3. There will be one “late disclosed” pose trace per class, and they have to remain entirely within the intermediate view position ranges as specified in the CTC.
For each sequence, the known pose traces are named p01 and p02, and the “late disclosed” is named p03. The viewports for the “late disclosed” pose traces will be provided by proponents after the publication of the pose trace files, according the schedule in Section 6. The RVS software, as described in Section 4.4.1, may be used to generate viewports, or an alternative tool may be provided along with the submission. 
[bookmark: _Ref520387253] Coding conditions of submissions
HEVC encoding using HM16.16 as described in the 3DoF+ Common Test Conditions [3] shall be used, and shall follow the random access constraints for the Main 10 profile. The HM configuration file settings should match those provided for the anchors, except for modifications of quantization parameters, coding resolutions and the SEIDecodedPictureHash flag. 
Submissions shall not exceed the four bitrate points listed in Table 3. Quantization settings should be kept static except that a one-time change of the quantization settings of +1 in QP value to meet the target bit rate is allowed. 
All source views or any subset of the source views may be used in submissions. In contrast to the anchor, proponents do not have to leave out the target view for objective or subjective evaluation. The pixel rate required for HEVC decoding shall be reported for each of the submissions, and will be an important measure when evaluating the final results for the Call. The preferred maximum pixel rate corresponds to HEVC Level 6.2: 4,278,190,080 luma samples/s.
Submissions shall include encodings for all video sequences, and each decoding shall produce the full specified number of pictures for the video sequence (no missing pictures).
· Submissions will be evaluated by means of a subjective viewing assessment.
· Submissions will further be evaluated using the end-to-end WS-PSNR/PSNR, as well as the Bjøntegaard Delta-Rate and Delta-Distortion. These mentioned metrics will be computed on the first 32 and the last 32 frames of all synthesized source views and combined into a single average.
[bookmark: _Ref528747282]Table 3 - Target bit rate points not to be exceeded[footnoteRef:5] [5:  1 kbit/s means 103 bits per second, and 1 Mbit/s means 106 bits per second.] 

	
	Target bit rates [Mbit/s]

	Sequences
	Rate 1
	Rate 2
	Rate 3
	Rate 4

	ClassroomVideo
	6.5
	10
	15
	25

	TechnicolorMuseum
	10
	15
	25
	40

	TechnicolorHijack
	6.5
	10
	15
	25

	TechnicolorPainter
	6.5
	10
	15
	25

	IntelKermit
	6.5
	10
	15
	25



Additional rate points, Rate 5 and Rate 6, will be provided for the anchors coded as described in Section 4.4.1.
In all evaluations, it is anticipated that subjective evaluation will have primary importance. However, the importance of the different criteria will be determined in a case-by-case manner through the normal consensus process of MPEG.
[bookmark: _Ref488410027]Submissions to this Call shall obey the following constraints:
1. Pre-processing may be used to perform a projection mapping operation, and post-filtering may be used to perform an inverse projection mapping operation. The projection mapping algorithms may allow dynamic changes within a sequence if an automatic selection algorithm is used. The same projection mapping operation and inverse projection mapping operation shall be used for all rate points within the same sequence. Projection mapping can vary between sequences. If a projection mapping is used, a description of the projection mapping technique shall be provided in the descriptive document submission. Respondents are asked to provide information regarding at least: (i) the coded resolution of the projection map, (ii) the use of padding and blending, (iii) the use of global rotation, (iv) the use of multi-pass projection mapping, and (v) end-to-end WS-PSNR values (described in Annex C) comparing each test sequence to the result of applying the projection mapping algorithm and then converting this result back to the equirectangular projection format without compression. 
2. Post-processing (for e.g. to remove seam artifacts) after decoding  is permitted. However, all such post-processing shall be fully described in the submission document. If post-processing is used, the post-processed pictures are used in the calculation of end-to-end objective metrics.
[bookmark: _Ref520387143]Anchors
Two anchors are generated for each sequence by encoding with different number of source views, as indicated in Table 4.
[bookmark: _Ref528747753]Table 4 – Anchor-coded views per class
	Test
class
	Sequence Name
	# of
source views
	# of 
anchor-
coded views
	Anchor-coded views

	A1
	ClassroomVideo
	15
	15
	All: v0…v14

	A2
	ClassroomVideo
	15
	9
	v0, v7…v14

	B1
	TechnicolorMuseum
	24
	24
	All: v0…v23

	B2
	TechnicolorMuseum
	24
	8
	v0, v1, v4, v8, v11, v12, v13, v17

	C1
	TechnicolorHijack
	10
	10
	All: v0…v9

	C2
	TechnicolorHijack
	10
	5
	v1, v4, v5, v8, v9

	D1
	TechnicolorPainter
	16
	16
	All: v0…v15

	D2
	TechnicolorPainter
	16
	8
	v0, v3, v5, v6, v9, v10, v12, v15

	E1
	IntelKermit
	13
	13
	All: v1…v13

	E2
	IntelKermit
	13
	7
	v1, v3, v5, v7, v9, v11, v13



[bookmark: _Ref528747733]Table 5 – Additional anchor bit rate points not to be exceeded[footnoteRef:6] [6:  1 kbit/s means 103 bits per second, and 1 Mbit/s means 106 bits per second.] 

	
	Target bit rates [Mbit/s]

	Sequences
	Rate 5
	Rate 6

	ClassroomVideo
	40
	65

	TechnicolorMuseum
	65
	100

	TechnicolorHijack
	40
	65

	TechnicolorPainter
	40
	65

	IntelKermit
	40
	65



The general process of the anchors generation is represented in Figure 1. It consists of selecting a subset of the source views to be included in the anchor (possibly all), and encoding those views using HEVC. The resulting bitstreams are decoded for providing decoded views. From this set of decoded views, non-coded source views are synthesized using the Reference View Synthesizer (RVS). 
[image: ]
[bookmark: _Ref520390009]Figure 1: Description of the anchor coding process.
The test conditions are aligned with the JVET common test conditions for the HM anchor using the random access 10-bit case, as described in [3]. 
For each video sequence, two sets of bitrates are considered, low and medium, corresponding respectively to (R1, R2, R3, R4) and (R3, R4, R5, R6) as defined in Table 3 and Table 5. The anchor encodes all or a subset of the source views, and for each sequence two classes are defined (Table 4). 
WS-PSNR is computed with the WS-PSNR tool referenced in Table 6. 
The purpose of the anchors is to facilitate testing in accordance with BT.500 [2] by providing useful reference points demonstrating the behaviour of well-understood configurations of current technology while obeying the same constraints[footnoteRef:7] as imposed on the proposals. The anchors will be among the encodings used in the testing process; however, the purpose of the test is to compare the quality of video for proposals to each other rather than to the anchors. [7:  The anchors for some test classes exceed the maximum pixel rate.] 

Proponents may request anchor bitstreams, pose trace videos synthesized from decoded videos and pose trace videos synthesized from source views.
Tools
RVS
The RVS 3DoF+ Reference View Synthesizer, available at the link provided in Table 6, will be used in the anchors to synthesize views at source and intermediate positions, from all available views excluding the synthesized view. The inpainting configuration of RVS 3.1 will be used for anchor generation. The output of RVS is a 4:2:0, 8 bit, planar YUV file. RVS view synthesis configuration files for the anchors will be provided with the Common Test Conditions [3].  
Responses may use RVS or may include a tool in the submission for view synthesis, with a decoder executable provided. In the later case either a comparison with RVS or a motivation for not using RVS has to be provided in the description of the proposal.
Other tools
Besides the reference view synthesizer, the following tools are used:
· HM-16.16 / HM-16.16-360Lib-5.1 is to be used for encoding 3DoF+ texture and depth streams. 
· WS-PSNR 2.0 is used for computing WS-PSNR for objective metrics on ERP images. Computation is applied to Y, U and V components, but only the Y component is used for evaluation. 
· WS-PSNR 2.0 is also used for computing PSNR for objective metrics on perspective images.
· HDRTools 0.18 is used to convert 8 bits and 16 bits inputs into 10 bits video YUV inputs.
The location of the source and documentation and the version of all tools is shown in Table 6. The 3DoF+ tools (RVS and WS-PSNR) are accessible using the following account: 
Username: 3DoFpCfP
Password: 3agiub24
[bookmark: _Ref520444216]Table 6 - List of used tools
	Tool name
	Project location
	Tag/branch

	RVS
	http://mpegx.int-evry.fr/software/MPEG/Explorations/3DoFplus/RVS
	v3.1

	WS-PSNR
	http://mpegx.int-evry.fr/software/MPEG/Explorations/3DoFplus/WS-PSNR
	v2.0

	HDRTools
	https://gitlab.com/standards/HDRTools
	v0.18

	360Lib
	https://jvet.hhi.fraunhofer.de/svn/svn_360Lib
	360Lib-5.1-dev

	HM
	https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware
	HM-16.16


Evaluation Methodology
Evaluation of the submissions in response to the Call for Proposals will be performed at the 126th MPEG meeting in March 2019 at Geneva.
Proponents are asked to make submissions including complete bitstream packages, which may contain multiple bitstreams for texture and depth for multiple views or combinations of views, as well as metadata. In addition, a subset (Table 8) of full-length sequences synthesized from decoded views YUV files corresponding to the source view positions and known pose traces shall be provided. Executable programs for Linux or Windows OS and any necessary configuration files and usage instructions shall be provided, which can be used to generate source view positions from the provided complete bitstream packages. If an executable other than RVS is used to generate intermediate view positions, the executable shall accept input of the pose trace files in the same format used by RVS.
A provided reporting template is to be completed, including bitrate values for each component bitstream, as well as sub-total and total bitrates. Pixel rate (luma samples/s) of the HEVC bitstreams shall be provided, including indication of number of coded views, and resolution of the coded texture and depth views. (WS-)PSNR values will be provided using the reporting template for all source view positions.
According to the schedule in Section 3, shortly after the submission deadline, “late disclosed” pose traces will be published and the proponents will generate the additional dynamic viewport videos.
The naming convention defined in Annex D shall be followed. When a formal registration is received by the Test Chair, a Proponent Code (Pxx) will be provided to the proponent that will be used to name the bitstreams, the decoded YUV files, the viewport files, and any metadata files.
The subjective evaluation of the submissions will be done on the viewport video files (both known and “late disclosed” pose traces) using the “Expert Viewing Protocol” as defined in Recommendation ITU-R BT.2095 (https://www.itu.int/rec/R-REC-BT.2095/en, briefly described in Annex E). This EVP procedure requires the availability of three groups of selected experts that will participated to all the test sessions. The experts will be proposed by the companies participating to this standardization activities; the final selection of the experts acting as viewers at Geneva will be done on a consensus basis by all the members of the group. Only the experts selected by the Group will be admitted to participate to the EVP sessions in Geneva.For each BTC (cf Annex E for acronym), PVS A and PVS B will be randomly selected from all submissions and anchors with the same SRC. One SRC per test sequence per pose trace is generated from all original source views of that test sequence.
Because ClassroomVideo is only four seconds long, it is played twice in a row without intermediate pause. The SB…SE sequences are all 10 seconds long. Proponents shall synthesize 120 frames, and concatenate the result to form 240 frame sequences.
Test sites and delivery of test material
The proposals submission material will be evaluated by means of a subjective assessment process.  The tests will be conducted by the MPEG Test Chair.  
[bookmark: _Ref490325807]All proponents need to deliver, by the due date indicated in Section 3, a solid-state drive (SSD) to the address of the MPEG Test Chair (see Section 9). The disk shall contain all of the items defined in Section 7 used by the proponent to generate the YUV files for all source view and pose trace views from the bitstreams.
Reception of the disk will be confirmed by the MPEG Test Chair. Any inconvenience caused by unexpected delivery delay or a failure of the disk will be under the complete responsibility of the proponents.  However, solutions will be negotiated to ensure that the data can still be included in the test if feasible, which means that correct and complete data needs to be available before the beginning of the test at the latest.
The items defined in Section 7 and with an approximate data size are given in Table 7. In order to reduce the volume of data related to synthesized source views, not all source views are required. The required source views are given in Table 8.
[bookmark: _Ref528755797]Table 7 - Significant Data Volume Items on the SSD (in GB)
 
	Sequences
	Bitstreams
	10 bits Synthetized Source Views (Full length)
	Two 8-bit Known Pose Traces
	
	One 8-bit Late-disclosed Pose Trace
	Total

	ClassroomVideo
	Proposal dependent
	45.0
	11.3
	
	5.6
	53.4

	TechnicolorMuseum
	Proposal dependent
	84.4
	14.1
	
	7.0
	105.5

	TechnicolorHijack
	Proposal dependent
	168.8
	14.1
	
	7.0
	189.9

	TechnicolorPainter
	Proposal dependent
	29.9
	7.0
	
	3.5
	40.4

	IntelKermit
	Proposal dependent
	20.9
	7.0
	
	3.5
	31.4

	Total
	Proposal dependent
	348.9
	53.5
	
	26.6
	429.1



[bookmark: _Ref528748048]Table 8 - Number of required synthesized  source views on the SSD 
	Sequences
	source views

	ClassroomVideo
	v0, v4, v8, v12

	TechnicolorMuseum
	v0, v4, v8, v11, v15, v23

	TechnicolorHijack
	v0, v4, v8

	TechnicolorPainter
	v0, v4, v8, v12

	IntelKermit
	v2, v7, v12



The MD5 checksums of all bitstreams, decoder executables, and YUV files shall be provided in a text file included on the disk in order to verify that the data can be read without corruption.
Further technical details on the delivery of the coded material are provided in Annex A.
[bookmark: _Ref520445477]Requirements on submissions
Anyone intending to submit a formal registration shall send an e-mail to the MPEG Test Chair and MPEG Requirements Chair expressing intent to participate no later than the preregistration deadline. The purpose is to establish a maximum number of proponents. Participation remains confidential.
More information about file formats can be found in Annex A. Files of sequences synthesized from decoded views and bitstreams shall follow the naming conventions as specified in Annex D.
Proponents shall provide the following; incomplete proposals will not be considered:
A) Coded test material submission to be received on hard disk drive by March 9, 2019:
1. Bitstreams for all test cases, including multiple views, texture and depth, and metadata, 
2. Sequences synthesized from decoded views (YUV files) for the required source view positions (Table 8) and Viewport YUV files for all pre-published pose traces 
3. Binary executable to create A.3
4. Binary executable to create A.4, if RVS not used, or configuration for RVS
5. MD5 checksum files for A.1-A.5.
B) Coded test material to be brought for the meeting in March 2019:
1. All material from A.
2. Viewport YUV files for the “late disclosed” pose traces.
C) Document to be submitted before the evaluation meeting in March 2019 shall contain the following:
1. A technical description of the proposal sufficient for full conceptual understanding and generation of equivalent performance results by experts and for conveying the degree of optimization required to replicate the performance. This description should include all data processing paths and individual data processing components used to generate the bitstreams. It does not need to include complete bitstream format or implementation details, although as much detail as possible is desired.
2. An Excel sheet as will be provided to proponents by the contact persons (a submission template may be found as attachment). For objective metric values to be computed per picture, a precision of 2 digits after decimal point shall be used. BD measures against the appropriate anchor will be automatically computed from the Excel sheets at the meeting where the evaluation is performed.
D) Optional information
Proponents are encouraged (but not required) to allow other committee participants to have access, on a temporary or permanent basis, to their encoded bitstreams and binary executables or source code.
The naming conventions in Annex D shall be followed.
[bookmark: _Toc27498558]Subsequent provision of source code and IPR considerations
Proponents are advised that, upon acceptance for further evaluation, it will be required that certain parts of any technology proposed be made available in source code format to participants in the core experiments process and for potential inclusion in the prospective standard as reference software. When a particular technology is a candidate for further evaluation, commitment to provide such software is a condition of participation. The software shall produce identical results to those submitted to the test. Additionally, submission of improvements (bug fixes, etc.) is certainly encouraged.
Furthermore, proponents are advised that this Call is being made subject to the common patent policy of ITU-T/ITU-R/ISO/IEC (see http://www.itu.int/en/ITU-T/ipr/Pages/policy.aspx or ISO/IEC Directives Part 1, Appendix I) and the other established policies of the standardization organizations.
[bookmark: _Ref497426748]Contacts
Prospective contributors of responses to the Call for Proposals should contact the following people:

Prof. Dr.-Ing. Jörn Ostermann (MPEG Requirements Chair)
Institut fuer Informationsverarbeitung
Leibniz Universität Hannover
Appelstr. 9A, 30167 Hannover, Germany
Tel. +49 5117625316, email ostermann@tnt.uni-hannover.de 
Vittorio Baroncini (MPEG MPEG Test ChairChair)
Technical Director
GBTech
Viale Castello della Magliana 38, 00148 Rome, Italy
Tel. +39 3335474643, email baroncini@gmx.com
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[bookmark: _Annex_A:_]
Annex A: 
Detailed description of test sequences
Table A1 – test sequences 
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Table A2 – Test sequences 
	Sequence name
	Clip Identifier
	Input resolution
	Frame count
	Frame rate
	Chroma format

	ClassroomVideo
	SA
	4096 × 2048
	120
	30
	4:2:0

	TechnicolorMuseum
	SB
	2048 × 2048
	300
	30
	4:2:0

	TechnicolorHijack
	SC
	4096 × 4096
	300
	30
	4:2:0

	TechnicolorPainter
	SD
	2048 x 1088
	300
	30
	4:2:0

	IntelKermit
	SE
	1920 x 1080
	300
	30
	4:2:0




[bookmark: _Annex_B:_]Annex B: 
Distribution formats for test sequences and decoded results, delivery of bitstreams and binary decoders, utilities and cross-check meeting day 
Distribution of original video material files containing test sequences is done in YUV files with extension “.yuv”. A description of the YUV file format is available at http://www.fourcc.org/ web site, designated as “yuv420p10le iyuv”.
[bookmark: _Hlk527735881]All files delivered (bitstreams, synthesized sequences and binary decoders) must be accompanied by an MD5 checksum file to enable identification of corrupted files. An MD5 checksum tool that may be used for that purpose is typically available as part of UNIX/LINUX operating systems; if this tool is used, it should be run with option “-b” (binary). For the Windows operating systems, a compatible tool can be obtained from http://www.pc-tools.net/win32/md5sums/. This tool should be run with additional option “-u” to generate the same output as under UNIX.
The SSD should be shipped (for handling in customs) with a declaration “used hard disk drive for scientific purposes, to be returned to owner” and low value specification (e.g. EUR 20). The use of an SSD with substantially larger size than needed is discouraged. The hard disk drive should be a portable SSD with a USB 3.1 interface. NTFS file format shall be used.
Before the evaluation meeting sessions, a one-day cross-check meeting will be held. Proponents shall bring another portable SSD of 2 TB capacity with a USB 3.1 interface that can be connected to a Windows PC and contains original and synthesized sequences in YUV format, bitstreams, binary decoder executables and all related checksum files. This SSD shall also include the “late disclosed” pose trace videos. An adequate computer system shall also be brought to this meeting. Proponents shall specify the computing platform (hardware, OS version) on which the binary can be run. Should such a computing platform not be readily available, the proponent shall provide a computer adequate for decoder verification at this meeting. Further information will be exchanged with the proponents after the registration deadline.
[bookmark: _Annex_C:_]

Annex C: 
Description of video objective test metrics
WS-PSNR
WS-PSNR calculates PSNR using all image samples on the 2D projection plane. The distortion at each position  is weighted by the spherical area covered by that sample position. For each position  of an  image on the 2D projection plane, denote the sample values on the reference and test images as  and , respectively, and denote the spherical area covered by the sample as . The weighted mean squared error (WMSE) is first calculated as:
	
	(C-1)


The WS-PSNR is then calculated as:
	
	(C-2)


where in general  is the maximum intensity level of the images, but for 10-bit images  is equal to 1020.
Since WS-PSNR is calculated based on the projection plane, different weights are derived for different projection formats. A description of the WS-PSNR weight derivation is to be provided for the projection formats in the submissions.
E2E WS-PSNR metric will use the ERP format at the same resolution as the input sequence.
[bookmark: OLE_LINK275][bookmark: OLE_LINK276][bookmark: OLE_LINK285]For an   image in the ERP format, the weight  at position  is calculated as:
	
	(C-3)



For perspective views a uniform weight w = 1 is used.




[bookmark: _Hlk527730968]Annex D:
Proponent identification and file names
Each Proponent submitting to the CfP will be identified with a two-digit code preceded by the letter “P” (e.g. P01 P02 … Pnn).
Each coded video file provided for a submission will be identified by a name formed by the below listed combination of letters and numbers:
Pnn_Sx_Ry_Tt_xkk.<filetype>
where:
· Pnn identifies the Proponent
· Sx identifies the original multiview video clip used to produce the coded video, as identified in the tables of Annex A
· Ry identifies the bit rate point y, as identified in Table 1.
· Tt identifies the type of content
· t = texture
· d = depth
· m = metadata 
· kk identifies the view number 
· x identifies the type of view 
· c = composite view
· s = source view position
· p = pose trace
· <filetype> identifies the kind of file:
· .bit = bitstream
· .yuv = decoded and synthesized video clip in YUV format



Annex E:
Visual Quality Assessment Method
This CfP foresees the evaluation of the visual quality of the viewport filesby means of the EVP protocol; here below a short description of the method is provided.
EVP protocol
Display selection and viewing area set-up
The display used should be a flat panel display featuring performances typical of professional applications (e.g. broadcasting studios or vans); the display diagonal dimension may vary from 22’ (minimum) to 40’ (suggested), but it may extend to 50’ or higher, when image systems with a resolution of HDTV or higher are assessed.
It is allowed to use a reduced portion of the active viewing area of a display; in this case the area around the active part of the display should be set to mid-grey. In this condition of use it should not be allowed to set the monitor to a resolution different from its native one.
The display should allow a proper set-up and calibration for luminance and colour, using a professional light-meter instrument. The calibration of the display should comply with the parameters specified in the relevant Recommendation for the test being undertaken.
Viewing distance
The viewing distance at which the experts are seated should be chosen according to the resolution of the screen, and to the height of the active part of the screen, according to the design viewing distance as described in Recommendation ITU-R BT.2022 or shorter viewing distance, according to the requirements in terms of critical viewing conditions.
Viewing conditions
An expert viewing protocol (EVP) experiment should not necessarily be run in a test laboratory, but it is important that the testing location is protected from audible and or visible disturbances (e.g. a quiet office or meeting room may be used as well).
Any direct or reflected source of light falling on the screen should be eliminated; other ambient light should be low, maintained to the minimum level that can allow filling scoring sheets (if used).
The number of experts seated in front of the monitor, may vary according to the screen size, in order to guarantee the same image rendering and stimulus presentation for all the viewers.
Viewers
The viewers participating to an EVP experiment should be expert in the domain of study.
The minimum number of different viewers should be nine.
The basic test cell 
The material to be presented to the experts should be organised creating a basic test cell (BTC) for each couple of coding conditions to be assessed (see Fig. 1).
The source reference sequences (SRC) and the processed video sequences (PVSs) clips to consider in a BTC should always be related to the same video sequence, in order that the experts may be able to identify any improvement in visual quality provided by the compression algorithms under test.


Figure 1: Timings of a basic test cell for the expert viewing protocol

The BTC should be organised as follows:
· 0.5 seconds with the screen set to a mid-grey (mean value in the luminance scale);
· 10 seconds presentation of the reference uncompressed video clip;
· 0.5 seconds showing the message “A” (first video to assess) on a mid-grey background;
· 10 seconds presentation of an impaired version of the video clip;
· 0.5 seconds showing the message “B” (second video to assess) on a mid-grey background;
· 10 seconds presentation of an impaired version of the video clip;
· 5 seconds showing a message that asks the viewers to express their opinion.
The message “Vote” should be followed by a number that helps to get synchronised on the scoring sheet.
Scoring sheet and rating scale
As shown in Fig. 1, the presentation of the video clips should be arranged in such a way that the unimpaired reference (SRC) is shown at first, followed by two impaired video sequences (PVS). The order of presentation of the PVS should be randomly changed for each BTC and the viewers should not know the order of presentation.


Figure 2: Example of scoring sheet for a 24-BTC expert viewing session

An 11 grades numerical scale from 10 (imperceptible impairments) to 0 (very annoying impairments) is used.
Table 1 provides guidance about the meaning of the 11 grades numerical scale.
TABLE 1
Meaning of the 11 grades numerical scale
	Score
	Impairment item

	10
	Imperceptible
	

	9
	Slightly perceptible
	somewhere

	8
	
	everywhere

	7
	Perceptible
	somewhere

	6
	
	everywhere

	5
	Clearly perceptible
	somewhere

	4
	
	everywhere

	3
	Annoying
	somewhere

	2
	
	everywhere

	1
	Severely annoying
	somewhere

	0
	
	everywhere



The viewers are asked to fill in a questionnaire made of two boxes (labelled as “A” and “B”) for each BTC, writing in each of the two boxes a score selecting it from the 11 grades numerical scale.
Figure 2 provides an example of scoring sheet for a session consisting of 24 BTC.
For each BTC, viewers fill both the box identified by the letter A (to rate the video clip shown as first) and the box identified by the letter B (to rate the video clip shown as second). 
The presentation of the original unimpaired video clip allows the experts to more easily evaluate any impairment.
The meaning of the 11 grade numerical scale should be carefully explained during “training sessions” as described below.
Viewer screening and training
Even if this procedure is foreseen for use with the participation of experts both sight ability and color blindness will be done; The viewers passing the visual screening will run a short (5-6 BTC) training viewing session be done prior to each experiment. 
The video material used in the training session may be the same that will be used during the actual sessions, but the order of presentation should be different.
The viewers will be trained on the use of the 11-grade scale by asking them to carefully look at the video clips shown immediately after the message “A” and “B” on the screen, and check whether they can see any difference to the video clip shown as first (the SRC).
Data collection and processing
The scores should be collected at the end of each session and logged on an electronic spreadsheet to compute the MEAN values.
A “post screening” of the viewers should desirably be performed, using a linear Pearson’s correlation. 
The “correlation” function should be applied considering all the scores of each subject in relation to the mean opinion scores (MOS); a threshold may be set to define each viewer as “acceptable” or “rejected” (Recommendation ITU-T P.913 suggests the use of a “reject” threshold value equal to 0.75, in this case beiwng the viewers experts, the threshold will be raised to 0.85).
Important notes on the use of the EVP
Terms of use of the expert viewing protocol results
The expert viewing protocol (EVP) may be used when time and resources do not allow running a formal subjective assessment experiment.
EVP requires less time than a formal subjective assessment and may be executed in an “informal” environment, assuming that the ambient in which it is run is protected by any visual and audible external disturbance. 
The only mandatory conditions are related to the ambient illumination and to the viewing conditions (display, angle of observation and viewing distance) as described in the above paragraphs.
Limitations of use of the EVP results
Even if the EVP is demonstrating to be able to provide acceptable results with only nine viewers, the MOS provided by an EVP experiment cannot be considered as a replacement of the results obtainable with a formal subjective assessment experiment.
The MOS data obtained using EVP might be used to get a preliminary indication of the level of impairment.
The MOS data obtained using EVP might be used to make a preliminary ranking of the video processing schemes under evaluation.
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