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Abstract
This document defines common test conditions (CTC), conversion practices and software reference configurations to be used in the context of HDR/WCG video coding experiments after the 6th JVET meeting. These common test conditions are recommended for use in technical contributions to the 7th and following JVET meetings, as applicable.
Introduction
Common test conditions (CTC) are desirable to conduct experiments in a well-defined environment and to ease the comparison of the outcome of experiments.
This document defines four test conditions for HDR/WCG content, reflecting intra-only, random-access, and low-delay settings:
· Intra, 10 bit
· Random access, 10 bit
· Low delay, 10 bit
· Low delay, P slices only, 10 bit
A subset of these test conditions might be used for a particular experiment. For example, when testing an intra coding tool, only intra configurations might be used.
Version 6.0 or newer of the JEM software is expected to be used for most experiments. More recent versions are encouraged where applicable. Version 16.15 or newer of the HM HEVC reference software is expected to be used as the comparison point to HEVC.
The following sections define test sequences, quantization parameter values, evaluation processes, encoder configuration files, and compile-time options to be used.
People bringing input contributions to JVET meetings should provide a set of results that is as complete as possible and uses the common test conditions that apply to the proposal.
Test sequences
Table 1, Table 2 and Table 3 define the sets of test sequences to be used for intra, random-access, and low-delay experiment conditions. All frames (as defined by frame count in the table) shall be encoded for all sequences in the random-access and low-delay test cases described below. For the intra configuration, the first of every eight frames shall be encoded starting with the first frame in the sequence for all sequences, and bit rates shall be calculated using the sequence frame rate (as defined by frame rate in the table) divided by eight. Please note that temporal sub-sampling may be enabled in the JEM software using the parameter TemporalSubsampleRatio.
The column corresponding to each configuration is interpreted as follows:
· “M” indicates that the test sequence is mandatory in the JVET CTC for the given configuration
· “O” indicates that the test sequence is optional (but encouraged) in the JVET CTC for the given configuration
· “-” indicates that the test sequence is not requested in the JVET CTC or the given configuration
Original versions of the test sequences in Table 1 and Table 2 are available on ftp://jvet@ftp.ient.rwth-aachen.de/testsequences/testset_hdr/  (properly qualified participants of JVET may please contact the JCT-VC chairs for login information).
Original versions of the test sequences of classes H1 are available on ftp://ftp.ient.rwth-aachen.de/testsequences/candidates_hdr/ (properly qualified participants of JVET may please contact the JVET chairs for login information).

Table 1 Test sequences
	Class
	Sequence name
	Frame count
	Frame rate
	Bit depth
	Intra
	Random access
	Low-delay

	A1
	Tango
	294
	60 fps
	10
	M
	M
	-

	A1
	Drums100
	300
	100 fps
	10
	M
	M
	-

	A1
	CampfireParty
	300
	30 fps
	10
	M
	M
	-

	A1
	ToddlerFountain
	300
	60 fps
	10
	M
	M
	-

	A2
	CatRobot
	300
	60 fps
	10
	M
	M
	-

	A2
	TrafficFlow
	300
	30 fps
	10
	M
	M
	-

	A2
	DaylightRoad
	300
	60 fps
	10
	M
	M
	-

	A2
	Rollercoaster (offset)
	300
	60 fps
	10
	M
	M
	-

	B
	Kimono
	240
	24 fps
	8
	M
	M
	M

	B
	ParkScene
	240
	24 fps
	8
	M
	M
	M

	B
	Cactus
	500
	50 fps
	8
	M
	M
	M

	B
	BQTerrace
	600
	60 fps
	8
	M
	M
	M

	B
	BasketballDrive
	500
	50 fps
	8
	M
	M
	M

	C
	RaceHorses
	300
	30 fps
	8
	M
	M
	M

	C
	BQMall
	600
	60 fps
	8
	M
	M
	M

	C
	PartyScene
	500
	50 fps
	8
	M
	M
	M

	C
	BasketballDrill
	500
	50 fps
	8
	M
	M
	M

	D
	RaceHorses
	300
	30 fps
	8
	M
	M
	M

	D
	BQSquare
	600
	60 fps
	8
	M
	M
	M

	D
	BlowingBubbles
	500
	50 fps
	8
	M
	M
	M

	D
	BasketballPass
	500
	50 fps
	8
	M
	M
	M

	E
	FourPeople
	600
	60 fps
	8
	M
	-
	M

	E
	Johnny
	600
	60 fps
	8
	M
	-
	M

	E
	KristenAndSara
	600
	60 fps
	8
	M
	-
	M

	F
	BasketballDrillText
	500
	50 fps
	8
	O
	O
	O

	F
	ChinaSpeed
	500
	30 fps
	8
	O
	O
	O

	F
	SlideEditing
	300
	30 fps
	8
	O
	O
	O

	F
	SlideShow
	500
	20 fps
	8
	O
	O
	O



Table 2 Test sequences
	Class
	Sequence name
	Frame count
	Frame rate
	Bit depth
	Intra
	Random access
	Low-delay

	H1
	FireEater
	200
	25 fps
	10
	M
	M
	-

	H1
	Market
	400
	50 fps
	10
	M
	M
	-

	H1
	SunRise
	200
	25 fps
	10
	M
	M
	-

	H1
	ShowGirl
	339
	25 fps
	10
	M
	M
	-

	H1
	BalloonFestival 
	240
	24 fps
	10
	M
	M
	-

	H1
	EBU_Hurdles
	500
	50 fps
	10
	M
	M
	-

	H1
	EBU_Starting
	500
	50 fps
	10
	M
	M
	-

	H1
	Cosmos1_TreeTrunk
	240
	24 fps
	10
	M
	M
	


Note: The capture frame rate of the EBU_Hurdles and EBU_Starting sequences was 100fps. However, these sequences are treated as 50fps sequences for the evaluation processes defined in this document.

Table 3 Test sequences
	Class
	Sequence name
	Frame count
	Frame rate
	Bit depth
	Intra
	Random access
	Low-delay

	H2
	Meridian_1
	300
	60 fps
	10
	O
	O
	-

	H2
	Meridian_2
	300
	60 fps
	10
	O
	O
	-

	H2
	Meridian_6
	300
	60 fps
	10
	O
	O
	-

	H2
	Meridian_7
	300
	60 fps
	10
	O
	O
	-

	H2
	Cosmos7_part2
	300
	60 fps
	10
	O
	O
	-



[bookmark: _Ref267962981]Quantization parameter values
Simulation results for each test sequence shall use the four quantization parameter values 22, 27, 32 and 37. These values define the initial QP values that are specified for the I-frames in a sequence. Note that adaptation of QP to lambda and refinement for other frames in the GOP in the configuration files may change the used QP value on CU and per-frame basis.
Configuration files
The following sections define encoder configuration files to be used for each test case. Parameters to be changed for each test point are:
· InputFile to reflect the location of the source video sequence on the test system
· FrameRate to reflect the frame rate of a given sequence as per the tables above
· SourceWidth to reflect the width of the source video sequence
· SourceHeight to reflect the height of the source video sequence
· FramesToBeEncoded to reflect the frame count of a given sequence as per Tables above
· IntraPeriod to reflect the intra refresh period in the random access test cases. The intra refresh period is dependent on the frame rate of the source and the GOP size in use: a value 16 shall be used for sequences with a frame rate equal to 20fps, 32 for 24fps, 32 for 30fps, 48 for 50fps, 64 for 60fps, and 96 for 100fps.
· QP to reflect the quantization parameter values defined in section 3.
Configuration files are provided in https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/tags/HM-16.6-JEM-6.0rc1/cfg/ . When available, newer versions of the configuration files, attached to the HM software, should be used. There are 4 configurations provided as follows:
· “All Intra” (AI): encoder_intra_jvet10.cfg
· “Random access” (RA): encoder_randomaccess_ jvet10.cfg
· “Low-delay B” (LB): encoder_lowdelay_ jvet10.cfg
· “Low-delay P” (LP, optional): encoder_lowdelay_P_ jvet10.cfg
Sequence-specific parameters are to be found in the https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/tags/HM-16.6-JEM-6.0rc1/cfg/per-sequence-HDR/  folder. When available, newer versions of the configuration files, attached to the HM software, should be used. Note that the adjustment of the QP value may differ for different test classes and may employ methods similar to those defined in JCTVC-Y1017, “Conversion and Coding Practices for HDR/WCG Y′CbCr 4:2:0 Video with PQ Transfer Characteristics”.
Evaluation
Results reported shall include the following metrics:
· PSNR for Y′, Cb and Cr
· wPSNR for Y, Cb and Cr
· tPNSR-Y
· deltaE100
· PSNR-L100
tPSNR-Y, deltaE100 and PSNR-L100 shall be calculated using the HDRMetrics v0.15 utility available at https://gitlab.com/standards/HDRTools.
All metrics shall use the sequence data provided as input to the encoder as the original sequence. Thus, for the evaluation, the original sequence shall be the Y′CbCr 4:2:0 10 bits PQ version that is available as described in Section 2. Metrics requiring an EXR version of the original sequence shall obtain the EXR version from the Y′CbCr 4:2:0 10 bits PQ original sequence.
Additional information for calculating wPSNR, tPSNR-Y, deltaE100 and PSNR-L100 metrics is provided in the Annex A.
Parallel encoding/decoding
Parallel encoding/decoding as described in JVET-B0036 may be applied for RA configurations. If parallel encoding and decoding is used, this method shall be applied for both versions, the reference and the version under test. When reporting results, it shall also be reported whether parallel encoding/decoding was used or not.
Example scripts are provided with the JEM software.
HEVC comparison point
Configuration files for the HM configuration settings that match the JEM settings (GOP, etc.), are provided in https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/branches/candidates/HM-16.6-JEM-5.0-AHG7-Anchor/HM_cfg.
[bookmark: _Ref267969524]Compile-time settings
Compile-time settings are defined mostly in the TypeDef.h file located in the source/Lib/TLibCommon folder of the common software. The default settings provided in the source code should be used.



Annex A: Objective distortion metrics for HDR quality evaluations
The common test conditions described in this document requires a number of metrics to be reported for evaluation. In this Annex, further information about the wPSNR, tPSNR-Y, deltaE100, and PSNR-L100 metrics are provided.
wPSNR
The wPSNR, or weighted PSNR, metric is calculated from the weighted mean squared error of the pixel values. An implementation of the metric is provided in the JEM software, and that implementation shall be used for calculation of the metric using the weighting functions provided below.
As an informative description of the metric follows:
The wPSNR metric is calculated as:
,

where X is the maximum pixel value for the specific bit depth and wMSE is given as

,

where is a weight that is a function of the luma value corresponding to the pixel , xorig,i is the original value at location i, and xdec,i is the reconstructed value at location i.
The calculation of the weight is computed as:

yi = 0.015*luma(xorig,i) − 1.5 − 6;
yi = yi < −3 ? −3 : (yi>6 ? 6 : yi);
wi(luma(xorig,i)) = pow(2.0, yi÷3.0);

However, for the testing of sequences in Table 1, an alternative calculation of the weight shall be used and computed as:

yi = 0.03*luma(xorig,i) − 3.0;
yi = yi<0 ? 0 : (yi>12 ? 12 : yi);
wi(luma(xorig,i)) = pow(2.0, yi÷3.0);

In all cases, the metric is calculated individually for a single luma or chroma channel and then used to compute a Bjøntegaard Delta-Rate and Delta-PSNR rate.
deltaE100-based metric
An implementation of the deltaE100 distortion metric is provided in the HDRTools software, and that implementation shall be used for calcuatlion of the metric using the HDRMetric utility and configuration provided with the HDRTools software.
An informative description of the metric follows.
The orignal and test material must first be coverted to linear-light 4:4:4 RGB EXR. For example, if the material is in the YCbCr BT.2100 4:2:0 PQ 10 bit format, it must be converted to a 4:4:4 RGB BT.2100 OpenEXR file using configuration provided with the HDRTools software.
Subsequently, the following steps should be applied for each (R,G,B) sample,within the content to be compared, i.e. original source (content 1) and test material (content 2) :
· Convert the content to the XYZ colour space
· Convert the content from the XYZ to Lab space using the following equations. Computations are performed using double floating point precision.
· invYn = 1.0 ÷ Yn, with Yn = 100
· invXn = invYn ÷ 0.95047
· invZn = invYn ÷ 1.08883
· yLab = convToLab( y * invYn )
· L = 116.0 * yLab − 16.0
· a = 500.0 * (convToLab(x * invXn) − yLab )
· b = 200.0 * ( yLab − convToLab (z * invZn) )
with convToLab(x) is defined as
if x >= 0.008856
[bookmark: _Hlk485633907]	convToLab(x) = x(1÷3)			
else
	convToLab(x) = 7.78704 * x + 0.137931
· The deltaE100 distance DE between two samples (L1,a1,b1) and (L2,a2,b2) is then computed as follows:
cRef = sqrt( a1 * a1 + b1 * b1 )
cIn  = sqrt( a2 * a2 + b2 * b2 )

cm = (cRef + cIn) ÷ 2.0
g = 0.5 * ( 1.0 − sqrt( cm7.0 ÷ ( cm7.0 + 257.0 ) ) )

aPRef = ( 1.0 + g ) * a1
aPIn  = ( 1.0 + g ) * a2

cPRef = sqrt( aPRef * aPRef + b1 * b1 )
cPIn  = sqrt( aPIn * aPIn + b2 * b2 )

hPRef = arctan( b1, aPRef )
hPIn  = arctan( b2, aPIn )

deltaLp = L1 − L2
deltaCp = cPRef − cPIn
deltaHp = 2.0 * sqrt( cPRef * cPIn ) * sin( (hPRef − hPIn) ÷ 2.0 )

lpm = ( L1 + L2 ) ÷ 2.0
cpm = ( cPRef + cPIn ) ÷ 2.0
hpm = ( hPRef + hPIn ) ÷ 2.0

rC = 2.0 * sqrt( cpm7.0 ÷ ( cpm7.0 + 257.0 ) )
dTheta = DEG30 * exp(−((hpm − DEG275) ÷ DEG25) * ((hpm − DEG275) ÷ DEG25))
rT = −sin( 2.0 * dTheta ) * rC
t = 1.0 − 0.17 * cos(hpm − DEG30) + 0.24 * cos(2.0 * hpm) +
   0.32 * cos(3.0 * hpm + DEG6) − 0.20 * cos(4.0 * hpm − DEG63)

sH = 1.0 + ( 0.015 * cpm * t )
sC = 1.0 + ( 0.045 * cpm )
sL = 1.0 + ( 0.015 * (lpm − 50) * (lpm-50) ÷ sqrt(20 + (lpm − 50) * (lpm − 50)) )

deltaLpSL = deltaLp ÷ sL
deltaCpSC = deltaCp ÷ sC
deltaHpSH = deltaHp ÷ sH

deltaE100 = sqrt( deltaLpSL * deltaLpSL + deltaCpSC * deltaCpSC +
               deltaHpSH * deltaHpSH + rT * deltaCpSC * deltaHpSH )

with
DEG275 = 4.7996554429844
DEG30 = 0.523598775598299
DEG6 = 0.1047197551196598
DEG63 = 1.099557428756428
DEG25 = 0.436332

After this process the deltaE100 values for each frame are averaged within the “Distortion” specified window. Finally, a PSNR based value is derived as:
PSNR_DE = 10 * log10( PeakValue ÷ deltaE100 )
where PeakValue is set to 10,000.
PSNR-L100
An implementation of the PSNR-L100 distortion metric is provided in the HDRTools software, and that implementation shall be used for calculation of the metric using the HDRMetric utility and configuration provided with the HDRTools software.
An informative description of the metric follows:
PSNR-L100 represents the distortion in the lightness domain of the CIELab colour space. The derivation of Lab values from the linear representation of the signal is similar as given in the description of deltaE100. The mean absolute error (MAE) in the L domain is used to compute the PSNR-L100 as follows:
	PSNR-L100 = 10 * log10( PeakValue ÷ MAE )

where PeakValue is set to 10,000.
tPSNR-Y
[bookmark: _Ref286043649]An implementation of the tPSNR-Y distortion metric is provided in the HDRTools software, and that implementation shall be used for calcuatlion of the metric using the HDRMetric utility and configuration provided with the HDRTools software.
An informative description of the metric follows:
The tPNSR-Y metric computes the PSNR of a reconstructed frame using an average of two different transfer functions that are both based on the Barten curve and normalized to support 10,000 cd/m2.
If the content is not in linear-light 4:4:4 RGB EXR, it must be first converted to 4:4:4 RGB EXR. For example, if the content is in Y′CbCr 4:2:0 PQ 10 bits format, it is first converted to 4:4:4 RGB EXR according to the following conversion process:

· [bookmark: _Hlk485634591]Upsample both chroma components from 4:2:0 DY′DCbDCr (10bit) to 4:4:4 DY′DCbDCr (10bit).
· Inverse quantize from DY′DCbDCr (10bit) into Y′CbCr (float), with BitDepthY and BitDepthC set to 10.
· Convert from Y′CbCr (float) to R′G′B′ (float)
· Inverse map using the inverse PQ-TF from R′G′B′ (float) to RGB (float)
Then the following steps apply for each (R,G,B) sample, for the two content to compare (content 1 and content 2) :

· Normalization of the R,G,B sample (division by 10,000)
· Conversion to an XYZ sample
· Application of the transfer function to each component C=X,Y,Z as:
· C′ = ( TF1(C) + TF2(C,10000)) ÷ 2
where
· TF1(x) is the PQ transfer function
· TF2(x,y) is derived as follows:






Then the sum of squared errors are then computed betwen content 1 and content 2 for the luma channel. Finally, tPSNR-Y is computed:

tPSNR-Y = 10 * log10( number of Samples ÷ SSEY )

where SSEY is clipped to 1e−20.
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