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Abstract

This document describes Exploration Experiments (EEs) planned to be performed between JVET-F and JVET-G meetings in order to get better understanding of technologies considered for inclusion to the next version of JEM, analyze and verify their performance, complexity and interaction with existing JEM tools.

 
1 Introduction

JVET group coordinated experiments follow principles described in [1]:

· "Exploration experiments" (EEs) are the coordinated experiments on coding tools which are deemed to be interesting but require more investigation and could potentially become part of the main branch of JEM by the next meeting.

· A description of each experiment is to be approved at the meeting at which the experiment plan is established. This should include the issues that were raised by other experts when the tool was presented, e.g., interference with other tools, contribution of different elements that are part of a package, etc. 

· Software for each tool investigated in EE is provided in a separate branch of the JEM software repository.

· During the experiment, further improvements can be made.

· To promote the tool to the JEM at the next meeting, we would like see comprehensive cross-checking done, with analysis of the software, and understanding of the tool.

· As part of the experiment description, it should be captured whether performance relative to JEM as well as HM (with all other tools of JEM disabled) should be reported by the next meeting.

· EE related discussion shall be carried on the JVET reflector or EE mailing list properly announced in advance. E. Alshina will maintain an EE mailing list, and everyone who wishes to be on the list should contact her. Emails to the EE mailing list should include a [EE] header, and include an EE number identifier as appropriate, e.g. [EE1].

· EE report draft shall be shared with all participants prior to uploading to the JVET website.

2 List of experiments

EE1: Intra prediction
JVET-F0104 Weighted angular prediction [K. Panusopone, S. Hong, Y. Yu, L. Wang (ARRIS)]
JVET-F0033 EE1-Related: UWP with Constrained PDPC and Constrained ARSS [H. Jang, J. Lim, J. Nam, S.-H. Kim (LGE)]
JVET-F0054 Non-EE1: Alternative setting for PDPC mode [M. Karczewicz, N. Hu, X. Zhao, V. Seregin (Qualcomm)]

JVET-F0055 Non-EE1: Explicit flag signalling for ARSS [V. Seregin, X. Zhao, M. Karczewicz (Qualcomm)]

Brief description of the technology.
Four JEM technologies are modified in listed contributions:

Firstly unequal weight planar prediction (UW-Planar) and unequal weight 66-angular (UW-66) prediction replace JEM planar and 66 modes. In some sense UW-prediction emulates a combination of Intra prediction with PDPC on top. 

Second technology affected by tests in this EE is Adaptive Reference Samples Smoothing (ARSS). Constrained ARSS and explicit signaling for ARSS flag (instead hiding of it in a parity of transform coefficients) are proposed.

Third JEM technology affected by proposed changes is Position Dependent Prediction Combination (PDPC). Among different variant of constrained PDPC following were selected for EE testing:

· Constrained PDPC for large CU with at least 2 non-zero coefficients (L-PDPC)

· PDPC flag is not signaled and PDPC is not applied if block is 4(4, 8(4, 4(8 or if amount of non-zero Luma transform coefficients in CU is 1 or 0.

· If Intra CU uses Planar then PDPC is always applied w/o additional signaling (P-PDPC), an effect is similar to UW-Planar.
· If Intra CU uses 66-angular prediction then PDPC is always NOT applied w/o additional signaling (66-PDPC) 
Fourth JEM technology affected by proposed changes is Non-Separable Secondary Transform (NSST). Currently CU with ARRS can use NSST, but block with PDPC cannot use NSST. The variant to be testes in NSST is allowed in combination with PDPC.

All test results shall be reported against JEM6.0. Table of test includes columns which recommend additional comparison point to understand the gain from single change.

Questions recommended to be answered during EE tests: Check the performance complexity impact of individual changes proposed as follows:

· Check unequal weight Planar and 66-angular modes gain in absence of PDPC (test 1 vs test 8);

· Check the gain if unequal weight prediction replaces PDPC for Planar and 66-angular modes in absence of ARSS (test 2 vs test 9);

· Check the drop of PDPC performance if it is applied only in combination with Planar (no PDPC for other modes) in absence of ARSS (test 7 vs test 9);

· Check the gain and complexity of PDPC for large blocks only in absence of ARSS (test 4 vs test 7);

· Check the gain and complexity of NSST and PDPC combination allowed for PDPC-L and P-PDPC in absence of ARSS (test 3 vs test 4);
· Check performance and complexity impact if PDPC is not used for 66-angular mode (test 5 vs test 4);

· Check the speed-up of ARSS if flag is explicitly signaled but not hidden in the parity of transform coefficients (test 6 vs JEM6.0)

· Check the performance and encoding time reduction for UWP and UW66 with PDPC for other modes and constrained as in F0024 ARSS with explicit ARSS flag signaling as in F0055 (test 10 vs JEM6.0);

Proponents are requested to provide an estimation for memory size needed for their test implementation compared to memory size JEM6.0 PDPC uses.

List of tests to be performed

	#
	Test
	Additional comparison
	Information we learn
	Tester
	Cross-checker

	1
	UWP+UW66, PDPC off, ARSS on
	Test 8
	Instead of PDPC which can be on/off on a block level UWP and UW66 are used. Those 2 modes emulated effect of PDPC for Planar and mode=66. Expected effect – gain over test 8 w/o encoder run-time increment. JEM6.0 vs Test 8 gives us PDPC gain. We plan to compare performance-complexity trade-off of PDPC vs just UWP+UW66.
	ARRIS
	Samsung

	2
	UWP+UW66, PDPC for other modes, ARSS off
	Test 9
	Compare to Test 9 we expect encoding run time reduction, w/o performance degradation. Goal is to prove UWP and UWP66 efficiently emulate PDPC effect for Planar and mode=66.
	LGE
	Technicolor

	3
	P-PDPC, PDPC-L, ARSS off, NSST+PDPC
	Test 4
	We expect gain (~0.2…0.4?) with (1.2…1.4 encoding runtime increment compared to Test 4. Gain comes due to non-restricted combination of NSST and PDPC. 
	Qualcomm
	Samsung

	4
	P-PDPC, PDPC-L, ARSS off
	Test 7
	The goal is to prove that P-PDPC (always on for Planar) and PDPC-L (on/off for large blocks only) combination is as efficient as current PDPC (on/off for all blocks). We expect lower enc. run time and more or less the same performance compared to Test 7.
	Qualcomm
	ETRI

	5
	P-PDPC, PDPC for J66 is off and no PDPC flag, PDPC-L, ARSS off
	Test 4
	Further encoder run-time reduction compared to Test 4.
	Qualcomm
	Technicolor

	6
	PDPC on, ARSS is explicitly signaled as in F0055
	Test 9
	Check the speed-up of ARSS if flag is explicitly signaled but not hidden in the parity of transform coefficients (no hiding == no multi-pass RDOQ) by comparing Test 6, Test 9 and JEM6.0
	Qualcomm
	Panasonic

	7
	P-PDPC, ARSS off
	Test 9
	How much of PDPC gain is utilized by only P-PDPC? Should be faster than test 9, but some drop is expected.
	Qualcomm
	ETRI

	8
	PDPC off, ARSS on
	
	Benchmark showing PDPC performance / complexity
	Samsung
	Panasonic

	9
	PDPC on, ARSS off
	
	Benchmark showing ARSS performance / complexity
	Samsung
	Panasonic

	10
	UWP+UW66, PDPC on for other modes, ARSS constrained as in F0024 but explicit signaling as in F0055
	Test 2
	ARRS gain with minimal (in some sense) encoding run-time associated with ARSS.
	ARRIS
	LGE


SW location: to be specified by T2 (May, 5).
EE SW owner: Krit Panusopone, Krit.Panusopone@arris.com (Arris) and Hyeongmun Jang hm.jang@lge.com, (LGE), Vadim Seregin vseregin@qti.qualcomm.com (Qualcomm), Cross-checker: To be announced by T3 (June 23).
EE2: Decoder Side Motion Vector Derivation
JVET-F0022 EE3-related: A block-based design for Bi-directional optical flow (BIO) [H.-C. Chuang, J. Chen, X. Li, Y.-W. Chen, M. Karczewicz, W.-J. Chien (Qualcomm)]

Brief description of the technology. 

A block-based design of BIO will be studied proposed. Instead of pixel level motion refinement in JEM6, the motion refinement is done based on 4x4 group of samples. In the block-based BIO the weighted summation of gradients for the samples in a 4x4 block is used to derive BIO motion vector offsets for the block.

The other processes, such as calculation of gradients, BIO motion vectors and offsets, follow the same procedure as done in the current JEM.

After the 4x4 MV for each MV is obtained with block-based BIO, the MV buffer is updated and used for subsequent CU coding. 

The contribution has several aspects

- redesign BIO and OBMC (i.e. do not perform BIO with the additional references from neighbor block MVs)

- computing motion vector refinement per 4x4 block (instead of samples)

- use motion vector refinement for prediction of subsequent MV.

Questions recommended to be answered during EE tests. Investigate contributions of the 3 different aspects to runtime and coding performance. What is performance and complexity effect of BIO and OBMC redesign (aspect 1)? What is performance and complexity effect of computing motion vector refinement per 4x4 block (aspect 2)? What is performance and complexity effect of usage the motion vector refinement for prediction of subsequent MV (aspect 3)?
SW location: to be specified by T2 (May, 5).
List of tests to be performed

	#
	Test
	Tester
	Cross-checker

	1
	on BIO and OBMC redesign (aspect 1)
	Qualcomm
	Samsung 

	2
	Test 1 + computing motion vector refinement per 4x4 block
	Qualcomm
	Samsung

	3
	Test 2 +motion vector refinement for prediction of subsequent MV
	Qualcomm
	Samsung


EE SW owner: H.-C. Chuang hchuang@qti.qualcomm.com (Qualcomm)
Cross-checker: To be announced by T3 (June 23).
EE3: Adaptive QP for 360° video 

JVET-F0038 AHG8: adaptive QP for 360 video coding [F. Racape, F. Galpin, G. Rath, E. Francois (Technicolor)]
JVET-F0049 AHG8: Adaptive QP for ERP 360º video [Hendry, M. Coban, G. Van der Auwera, M. Karczewicz (Qualcomm)]
JVET-F0072 AHG8: Stretching ratio based adaptive quantization for 360 video [Y. Sun, L. Yu (Zheijang Univ.)] 
Brief description of the technology. 

The three listed contributions propose similar methods for encoding 360° video with the ERP projection by using adaptive QP, at the CTU level, based on the location of the CTU in the picture. The QP offset is calculated based on the WS-PSNR weight. It is asserted that the proposed methods are encoder change only.
In F0038, the QP at the equator is equal to the QP from the cfg, whereas in F0049 and F0072 the QP normalize the WS-PSNR weighting formula, i.e. QP is decreased by 2 at the equator. 

In F0038 and F0072, the QP is calculated based on the central vertical position of each CTU, whereas in F0049 the average value of the weight for all height positions within the CTU is computed.
Questions recommended to be answered during EE tests: 

Compare the performance of 3 adaptive QP methods both for HM (with block level delta QP signaling) and JEM (with and without signaling QP per block). Check an effect of equivalent QP adaptation for other formats (for ex, CMP). For JEM, also a method could be studied without signaling, where the QP adaptation is derived at decoder from knowledge of projection format. Investigate rotations where higher detailed content is brought to the pole, for ex.(0,-90) rotation (on top HM only, both anchor coded with fixed QP and modification with QP adaptation should be rotated). Rotation shall be performed during 8K to 4K downsampling of ERP. 

Proponents are requested to prepare subjective quality demonstration. 
SW location: to be specified by T2 (May, 5).
List of tests to be performed

	#
	Test
	Tester
	Cross-checker

	1
	Adaptive QP with F0038&F0049 weighting for ERP in HM-360Lib
	Technicolor&Qualcomm
	KDDI

	1.1
	Adaptive QP with F0038&F0049 weighting for rotated ERP in HM-360Lib
	Technicolor&Qualcomm
	KDDI

	2
	Adaptive QP with F0072 weighting for ERP in HM-360Lib
	Zheijang Univ.
	

	2.1
	Adaptive QP with F0072 weighting for rotated ERP in HM-360Lib
	Zheijang Univ.
	

	3
	Adaptive QP (as in F0072) for ERP in JEM-360Lib (with signaling)
	Zheijang Univ.
	

	4
	Adaptive QP (as in F0072) for ERP in JEM-360Lib (without signaling)
	Zheijang Univ.
	

	5
	Adaptive QP (as in F0072) for CMP in HM-360Lib (with signaling)
	Zheijang Univ.
	

	6
	Adaptive QP (as in F0072) for CMP in JEM-360Lib (with signaling)
	Zheijang Univ.
	

	7
	Adaptive QP (as in F0072) for CMP in JEM-360Lib (without signaling)
	Zheijang Univ.
	


EE SW owner: F. Racape fabien.racape@technicolor.com (Technicolor), M. Coban mcoban@qti.qualcomm.com (Qualcomm), S. Yule sunyule@zju.edu.cn (Zheijang Univ.). Cross-checker: To be announced by T3 (June 23).

EE4: 360 Projection Modifications and Padding

JVET-F0052 AHG8: EAP-based segmented sphere projection with padding [Y.-H. Lee, J.-L. Lin, S.-K. Chang, C.-C. Ju (MediaTek)]

Brief description of the technology. 

This contribution proposes an EAP-based segmented sphere projection which uses equal-area projection (EAP) on the equatorial segment and applies padding on the north and south poles. By applying the equal-area projection on the equatorial segment with padding on the poles, better quality consistency can be reached and virtual artifacts are efficiently reduced.
Questions recommended to be answered during EE tests: 

To compare SSP with this proposal, investigate the following aspects in this EE:

1. EAP vs ERP in the center section.
2. Padding widths for SSP-based projections. Including some informal subjective testing.
SW location: to be specified by T2 (May, 5).

JVET-F0037 AHG8: Padding method for Segmented Sphere Projection [C. Zhang, Y. Lu, J. Li, Z. Wen (Owlii)]
Brief description of the technology. 

This contribution describes a padding method for the SSP format in order to mitigate the seam artifact. In order to mitigate this artifact, padding pixels are added to border area. 
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Figure 1. Padding scheme

The following aspects should be further studied in this EE:
Questions recommended to be answered during EE tests:
Padding widths for SSP projection, but without changing the padding width per sequence.
SW location: to be specified by T2 (May, 5).
JVET-F0108 Padded ERP (PERP) projection format [J. Boyce (Intel), A. Tourapis (Apple), C. Fogg (Google)]
Brief description of the technology. 
This contribution proposes a padded ERP format to support a feature of the omnidirectional projection indication SEI message which allows the value of the yaw range to represent more than 360 degrees for ERP sequences, by padding on the left and right edge regions of the picture. After decoding, the PERP format can be converted back to the ERP format by blending the duplicated samples by applying a distance-based weighted average between the left edge region of the picture and the padding region on the right edge of the picture.
Questions recommended to be answered during EE tests: 
Investigate the following aspects in this EE:

1. The padding amount for the proposed PERP. 
2. To convert back to the ERP, blending the duplicated samples vs. cropping
SW location: to be specified by T2 (May, 5).
List of tests to be performed

	#
	Test
	Tester
	Cross-checker

	1
	EAP-based SSP
	MediaTek
	

	2
	EAP-based SSP with padding width = 8
	MediaTek
	

	3
	EAP-based SSP with padding width = 16
	MediaTek
	

	4
	EAP-based SSP with padding width = 32
	MediaTek
	

	5
	ERP-based SSP with padding width = 8
	MediaTek
	

	6
	ERP-based SSP with padding width = 16
	MediaTek
	

	7
	ERP-based SSP with padding width = 32
	MediaTek
	

	8
	SSP projection with padding width = 8
	Owlii
	

	9
	SSP projection with padding width = 16
	Owlii
	

	10
	SSP projection with padding width = 32
	Owlii
	

	11
	PERP with blending, padding on both sides, each padding width = 8
	Intel
	

	12
	PERP with blending, padding on both sides, each padding width = 20
	Intel
	

	13
	PERP with cropping, padding on both sides, each padding width = 8
	Intel
	

	14
	PERP with cropping, padding on right side, padding width = 20
	Intel
	


EE SW owner: J.-L. Lin, jl.lin@mediatek.com (MediaTek), Yao Lu, yao.lu@owlii.com (Owlii), Z. Deng zhipin.deng@intel.com (Intel) Cross-checker: To be announced by T3 (June 23).
3 Software and communication channel

A separate branch under the experimental section will be created for each new tool include in the EE. The proponent of that tool is the gatekeeper for that separate software branch. (This differs from the main branch of the JEM, which is maintained by the software coordinators.)

New branches may be created which combine two or more tools included in the EE document or the JEM. Requests for new branches should be made to the software coordinators.

All communications shall be conducted in main JVET reflector. In case large size materials planned to be distributed is recommended to send announcement to the JVET reflector w/o attaching materials and send materials to the those who have requested directly.

4 Cross-check 

Don’t need to formally name cross-checkers in the initial version of EE document. To promote the tool to the JEM at the next meeting, we would like see comprehensive cross-checking done, with analysis of the software, and understanding of the tool.

5 Test conditions

JVET common test conditions should be used for EE1 and EE2. For EE3 and EE4 omnidirectional video content specified in JVET common test conditions for 360 video [2] will be used. Tests in EE3 will be performed based on 360lib 3.0 s/w combined with HM16.15 and JEM6.0. For EE4 only HM-based 360lib 3.0 tests are requested.

6 Time line

T1= 3 weeks after JVET-F meeting = April 28: To revise EE description and refine questions to be answered. Questions should be discussed and agreed on JVET reflector.
T2 = JEM6.0 SW release + 2 weeks = May 5: Integration of all tools into separate EE branch of JEM is completed and announced to JVET reflector.


Initial study by cross-checkers can begin.


Proponents may continue to modify the software in this branch until T3


3rd parties encouraged to study and make contributions to the next meeting with proposed changes

T3: JVET-G meeting start – 3 weeks = June 23: Any changes to the exploration branches software must be frozen, so the cross-checkers can know exactly what they are cross-checking. An SVN tag should be created at this time and announced on the JVET reflector. Name of the cross-checker and list of specific tests for each tool under study in EE will be announced in JVET reflector by this time. Full test results must be provided at this time (at least for proposals targeting to be promoted to JEM at the next meeting).  
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