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1 Introduction

At the 116th meeting, MPEG produced documents of Requirements (N16534) and Use Cases (N16535) on Internet of Media Things and Wearables. As a result, MPEG intends to start the standardization on IoMT&W that complies with the requirements defined in the requirements document.
As a first stage of this standardization, MPEG issues this Call for Proposals on IoMT & W. The present document shall be considered together with use cases described in N16533 and Requirements provided in N16534. Additional use cases, not documented in N16533 can also be considered. 
In this call, we ask for data representation (e.g., XML schema, API, …) for interfaces to be used by Media Things, Media Weareables and Media Systems. Examples of such devices are introduced in Annex C.

MPEG already specified standards related to IoMT & W Requirements (e.g. MPEG-V, MPEG-7, MPEG U). The answer to this call shall reuse as much as possible such already existing MPEG standards. Additionally, MPEG is conducting a standardisation related to Media Orchestration (MORE), and its WD is attached to this CfP. 

All parties that believe they have relevant technologies, satisfying one or more of the requirements mentioned in the requirements document, are invited to submit proposals for consideration by MPEG. These parties do not necessarily have to be MPEG members. The review of the submissions is planned in the context of the 118th MPEG meeting in Hobart, AU. Please contact Jörn Ostermann (ostermann@tnt.uni-hannover.de) for details on attending this meeting if you are not an MPEG delegate. 
2 Timeline

Timeline of the calls, deadlines and evaluation of the answers:

· Submission deadline: 2017.03.29 (by 23:59 Hours GMT)

· Evaluation of answers: 2017.04.02–04.7 during the MPEG meeting week. (Proponents are strongly advised to present their proposals in person.)
· The first working draft: 2017.04.21
Preliminary Development Plan:

	Year
	Month
	Day
	MPEG mtg
	City
	Country
	Stage

	2017
	04
	20
	118
	Hobart
	AU
	Approval of WD

	
	07
	21
	119
	Torino
	IT
	Approval of CD

	
	10
	27
	120
	TBA
	TBA
	Approval of DIS

	2018
	01
	26
	121
	TBA
	TBA
	Approval of FDIS


3 Proposal Description

3.1 Proposal form

In order to register a contribution, an information form must be submitted within each proposal. This form can be found in Annex A of this Call. For those submitting proposals addressing different aspects of this Call, an information form must be filled out for each one.

For each proposal, the evaluation form provided in Annex B of this document must be completed and submitted along with the proposal before the submission deadline as indicated in the Call.
Furthermore proponents are advised that this Call is being made under the auspices of ISO/IEC, and as such, submissions are subject to the ISO/IEC Intellectual Property Rights Policy as approved by the ISO and IEC councils (http://www.iso.org/patents).
Interested parties are kindly asked to respond. The submissions shall be received by the 2017.03.29 (by 23:59 Hours GMT), by Jörn Ostermann, chair of the MPEG Requirements sub-Group, (ostermann@tnt.uni-hannover.de) who will upload all proposals both by MPEG and non MPEG members to the MPEG site after the submission deadline. 
Further information on MPEG can be obtained from the MPEG home page at http://mpeg.chiariglione.org. 
4 Evaluation Criteria and Procedure

4.1 Evaluation criteria for IoMT & W
· Support for as many requirements as possible: The IoMT & W shall support as many mandatory requirements as possible, and it is desirable also to support as many optional requirements as possible.

· Adaptability / Extensibility: If the proposed technology does not explicitly express the capability of supporting all the requirements, it should be clearly extensible or should demonstrate the extensibility to support other requirements.

· Efficiency in terms of generating and processing of IoMT & W data.

· Minimizing the size of IoMT & W data. 

4.2 Evaluation procedure

The evaluation will be based on the following steps:

1) Presentation / Demonstration

Goal: The goal of this step is to assess the proposal based on a presentation and possible demonstration. The presentation shall demonstrate the appropriateness, and disclose the appropriate range of use. The demonstration will provide evidence of the functionality claimed, and of how the proposal satisfies the evaluation criteria.

Who: MPEG Experts and proponents whose submission is evaluated.
How: Experts will interact with the proponents through a presentation and possibly a demo.  

Both demo and presentation will each have a time limit (to be determined).

Output: Complete proposal evaluation sheet in Annex B.

2) Produce a conclusion

Goal: To summarize the results. This should allow: 

· To identify the strong points of the proposal, 

· To identify how the proposal might be adapted or combined with other proposals to enter the WD, and/or be tested through Core Experiments. 

Who: MPEG Experts and proponents whose submission is being evaluated.

How: By consensus.
Output: Finalize proposal evaluation sheet, where the decision about technologies to be further investigated will be taken during the 118th MPEG Meeting
5 Contact Person

Prof. Dr.-Ing. Jöern Ostermann
Institut fuer Informationsverarbeitung
Leibniz Universitaet Hannover

Appelstr. 9A

30167 Hannover

Germany
E-mail: ostermann@tnt.uni-hannover.de
Annex A: Information Form to be filled in by the contributor of an IoMT & W proposal

1. Title of the proposal
2. Organization (i.e., name of proposing company)
3. What does your proposal apply to?
4. What is the main functionality of your proposal? 
5. Do you plan to attend the 118th MPEG meeting and make a presentation to explain your proposal and answer questions about it?
6. Will you provide a demonstration to show how your proposal meets the evaluation criteria? 

To clearly identify the requirements satisfied by each proposal, proponents should complete the table of requirements provided below. 

	Requirements on IoMT & W
	Addressed functionality

(O/X)

	
	

	
	

	
	

	
	


Annex B: Evaluation Sheet (to be filled during evaluation phase/also to be used for self-evaluation)
Name of the Proposed Description:

Main Functionality:

Summary of Proposal: (a few lines)

Comments on Relevance to IoMT & W:
Evaluation: 

	Criteria
	Evaluation facts
	Conclusions

	
	
	

	
	
	

	
	
	


Content of the criteria table cells:

Evaluation facts should mention:

· Not supported / partially supported / fully supported, e.g., if a particular criteria is not be addressed by a proposal.

· What supported these facts: paper/presentation/demo/test
· The summary of the facts themselves, e.g., very good in one way, but weak in another.

Conclusion should mention:

· Possibilities of improving or adding to the proposal, e.g., any missing or weak features.

· How sure the experts are, i.e., evidence shown, very likely, very hard to tell, etc.

· global evaluation (Not Applicable/ --/ - / + / ++)

New Requirements Identified:

Summary of the evaluation:

· Main strong points, qualitatively: (2-3 lines summary) 

· Main weak points, qualitatively: (2-3 lines summary) 

· Overall evaluation: (0/1/2/3/4/5)
0: could not be evaluated

1: proposal is not relevant to IoMT & W
2: proposal is relevant to IoMT & W, but requires much more work

3: proposal is relevant to IoMT & W, but with a few changes

4: proposal has some very good points and is a good candidate for the WD 

5: proposal is superior in its category and very strongly recommended to the WD

Additional remarks: (points of importance, not covered above.)
6 Annex C: Examples of MThings

MThings may be classified based on their main functionality. This section provides description of particular MThings and theirs functionalities which should be interpreted as particular instantiation of the requirements introduced in Section 2.

6.1 IoMT Digital Camera
IoMT Digital camera is an IoMT device of which the main functionality is that of a camera. Additional functionalities of the IoMT Digital camera may include compression, storage, transmission or streaming of acquired visual data. Some IoMT Digital camera may be able to manage audio data.

More advanced IoMT Digital camera may have functionalities such as transmitting or streaming intermediate visual related descriptors.

IoMT Digital camera may receive information to control its settings and be able to generate metadata related to capabilities and characteristics, as well as be able to provide actuation commands to control other things.

IoMT Digital camera may be able to locally process the acquired visual data, able to decide actions to take, able to receive and interpret task descriptions, able to process multimedia (audio, video, image, etc.).

IoMT Digital camera may be able to recognize and interpret gestures, to extract contours and regions, to provide low-level spatial and temporal A/V descriptions, to recognize and interpret semantic descriptors related to events (e.g., fire, collision, fight, intrusion, etc.), to provide metadata related to events, to detect entities of interest (e.g., person, car, logos) and provide descriptors for the detected entities, to compare the descriptors from the detected entities with the descriptors in the local storage, to generate semantic metadata of the detected entities (e.g., genders, ages, car types, license plates), …
6.2 IoMT Smart Microphone
IoMT Smart Microphone is an IoMT device of which the main functionality is that of a microphone. Additional functionalities of the IoMT Smart Microphone may include compression, storage, transmission or streaming of acquired acoustic data. Some IoMT Smart Microphone may be able to manage audio data.
6.3  Media Processing Unit (Process Audio/Video/Graphic/Text/Sensor/Metadata)
Media Processing Unit is an IoMT device of which the main functionality is processing of sensed or acquired media or metadata.

Media Processing Unit may have additional functionalities such as recognize and interpret gestures, recognize and/or interpret sound, extract contours and regions, provide spatial and temporal A/V descriptions, recognize and interpret semantic descriptors related to particular events (e.g., fire, collision, fight, intrusion, etc.), to provide metadata related to events, to detect objects of interest (e.g., person, car, logos) and provide descriptors for them, to compare the descriptors from the detected objects with the descriptors in the local storage, to generate semantic metadata of the detected objects (e.g., genders, ages, car types, license plates), to synthesize sounds, to translate languages, generate natural language responses.
6.4 Smart glasses
Smart glasses are MWearables of which the main functionality is that of providing a multisensory interface between the user and the physical/virtual world. 
Smart glasses are a range of functionalities including those associated with particular devices such as camera, microphone, media processing, display and loudspeaker.

Additionally, Smart glasses should be able to provide Natural User Interface (NUI) (e.g., hand gesture, head motion, body gesture, voice, marker, eye tracking, etc.), to provide NUI in a combined way (multimodal) as well as in an individual way  (e.g., hand gestures or voices), to provide NUI for controlling the smart glass and sensors/actuators equipped in the smart glass, to transmit the user description (e.g., gender, nationality, age) of the Smart glasses user to a processing unit and to provide NUI to control processing (e.g., image analysis) in the smart glass.

6.5 Smart headset
Smart headset is a MWearables of which the main functionality is that of providing an advanced audio interface between the user and the physical/virtual world. Smart headset has a range of functionalities including those associated with particular devices such microphone, media processing and loudspeaker.

Additionally, Smart headset should be able to locally process data from external sensors, to provide Natural User Interface (NUI) (e.g., voice), to capture speech under noisy environments, to indicate the connection status, to transmit the user description (e.g., gender, nationality, age) of the headset user to a processing unit and to understand voice commands.

7 Annex D: Conceptual Model

IoMT systems are considered to communicate with generic IoT devices and other IoT systems, therefore, IoMT conceptual model is referring to the generic IoT Conceptual Model established by JTC1 WG10 in ISO/IEC 30141 and presented below. The contributors shall consider this model when responding to the CfP.
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