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1 Executive summary
This document reports results of a verification test of the encoding of HDR (High Dynamic Range) video content using the HEVC Main 10 profile, with and without the use of particular conversion and coding practices for HDR video coding that are under study in preparation of an upcoming technical report. The test was conducted according to the test plan described in JCTVC-W1018 [1].

A subjective evaluation test was conducted, comparing the degradation of perceptual video quality for a set of uncompressed HDR video test sequences, both for the case of using the HEVC Main 10 profile with a particular set of conversion and coding practices for HDR video coding for pre-processing and coding that was designed in recent work of the JCT-VC [2] and for the more naïve case of using the HEVC Main 10 profile without the use of these conversion and coding practices. The degradation of subjective quality was assessed using mean opinion score (MOS) measurements.
Analysis of the test results verifies that the HEVC Main 10 profile with appropriate conversion and coding practices is capable of effectively coding HDR video content as 1080p 4:2:0 Y′CbCr video at bitrates ranging from 450 kbps to 6500 kbps. The test results also show evidence of benefit in some cases from using particular conversion and coding practices, when compared to not using such practices. The results show that on an average, an effective bitrate reduction (MOS BD-rate based on average MOS) of approximately 27% was achieved by using these conversion and coding practices, relative to not using such practices. The primary technique tested in these conversion and coding practices was the use of quantization step size selection to distribute a higher portion of bits to chroma and to brighter areas than might be applied with naïve coding practices.
2 Introduction

This document reports the results of a HDR verification test for HEVC Main 10 profile, both when using the conversion and coding practices for HDR pre-processing and coding that were developed in recent work of the JCT-VC, and when coding without such considerations. The tests were conducted according to the test plan described in JCTVC-W1018 [1]. In this document, the term “the conversion and coding practices” is used to represent what has also sometimes been called “Anchor 3.2” and which represents technology described in more detail in JCTVC-W1017 [2]. The term “without the conversion and coding practices” is used to represent what is sometimes called “Anchor 1.0” and which represents a more conventional processing generally described in [5].
A formal subjective test with 26 naïve viewers was conducted during April 11 to April 15, 2016, at the Ericsson media test room in Stockholm and during May 11 to May 22, 2016, at the Waitek laboratory testing area in Rome. 

The test in Stockholm was done using the DCR (Degradation Category Rating) Variant II (A – B – A – B – Vote) test methodology, comparing the degradation of six 1080p HDR test sequences processed with and without the conversion and coding practices, relative to the uncompressed source video in 4:4:4 format. The test in Rome used the same video clips and used the DCR Variant I (A B Vote) test method.

The graphs illustrating the test results of these tests in Stockholm and Rome can be found in sections  4.2 and 5.2 of this report, respectively.

3 Processing chain

The 1080p HDR source sequences were originally obtained in TIF or EXR format. A software tool library known as HDRTools [4] was used to produce the reference video for viewing on a SIM2 monitor, and was also used to produce pre-processed data for video coding and then to produce post-processed data for viewing on the SIM2 after video decoding. A version of HDRTools can be found at the location identified in [4].

3.1 Reference (Ref)
The source video was first pre-processed to convert the input data to linear-domain RGB values and then to produce LogLuv AVI files (for sequences S01 to S06) intended for viewing on SIM2. The source sequences are shown in Figure 1.
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Figure 1: Identifying snapshots of the video sequences used in the test
3.2 Processed test sequences (P01 / P02)
The source video was first pre-processed to produce linear-domain RGB values, then converted using the inverse of the SMPTE ST 2084 EOTF to R′G′B′ values, then converted to produce Cb and Cr components, then quantized to 10 bits, and then the Cb and Cr component values were down-sampled to produce Cb and Cr for 4:2:0 encoding. The subsequent processing was different for two schemes identified as P01 and P02. P01 converted the R′G′B′ to Y′ and quantized this directly to 10 bits, while P02 used a luma adjustment process to derive Y′ values in 10 bits in a way that accounted for the effects of the downsampling of the Cb and Cr values (using a model of the expected upsampling process to be applied for converting the video back to 4:4:4 format after decoding).
The Showgirl and GarageExit video sequences originated from the P3D65 colour space, and the remaining sequences originated from BT.709 colour space; and all the test sequences were stored in a “container” format using the BT.2020 colour primaries. Since this content thus does not exercise the full gamut of colours that are representable using the BT.2020 primaries, it does not really exhibit the 4:2:0 conversion artefact phenomenon that the luma adjustment scheme used in the P02 source video processing is intended to address. (Content that occupies the full BT.2020 gamut is not yet available.) Even without an especially wide colour gamut (i.e., not beyond P3D65), this verification does test HDR functionality; however, it primarily tests the coding practices rather than the luma adjustment conversion practice.

In HEVC, as in most international standards for video coding, the encoding method is left outside the scope of the video coding standard. Only the format of the bitstream syntax and the decoding process are standardized. (Additionally, encoder pre-processing, decoder post-processing, display adaptation, and recovery from data losses and corruption are also left outside the scope of the standard.) This particularly allows encoder designers the freedom to develop their own encoding algorithms, while ensuring that interoperability for decoding is maintained. Nevertheless, when trying to assess the compression capability of a standard, it is necessary for some particular encoding algorithm(s) to be selected to reasonably represent its capability. Moreover, when comparing different coding schemes under well-controlled circumstances, it is generally helpful to use otherwise-comparable encoding techniques and configurations for the coding schemes that will be compared. In this instance, a recent version of the HEVC model (HM) reference software (version 16.7) was used [6], which is software that was developed as part of the work on developing the HEVC standard itself, with some modifications described in this document and later included in a newer version of the reference software (version 16.12).

Processed version P01 was encoded by using unmodified HM-16.7, while processed version P02 was encoded by using the modified version of the HEVC encoder (a modified version of HM-16.7) which distributed a higher portion of bits to chroma rather than luma and to brighter areas rather than darker ones by the use of quantization step size selection. The bitrates used to encode the four bitrate points for each test sequence are given in Table 1. For both P01 and P02, HEVC decoding was then applied to produce reconstructed Y′CbCr 4:2:0. 
Table 1: 1080p source sequences processed according to P01 (without conversion and coding practices) and P02 (conversion and coding practices) at four bitrates
	Label
	Sequence
	Frame rate (Hz)
	Rate 1 (kbps)
	Rate 2 (kbps)
	Rate 3 (kbps)
	Rate 4 (kbps)

	
	
	
	P01
	P02
	P01
	P02
	P01
	P02
	P01
	P02

	S01
	Market3
	50
	5371
	5332
	2676
	2659
	1684
	1676
	1290
	1284

	S02
	Showgirl
	25
	3358
	3342
	1686
	1680
	997
	995
	599
	595

	S03
	EBU_06_Starting
	50
	2679
	2675
	1590
	1587
	794
	793
	499
	499

	S04
	EBU_04_Hurdles
	50
	6454
	6453
	2994
	2983
	1895
	1882
	1093
	1088

	S05
	GarageExit
	24
	2693
	2682
	1398
	1386
	744
	738
	456
	453

	S06
	BalloonFestival
	24
	4175
	4166
	2577
	2568
	1587
	1582
	1192
	1189


Then for both P01 and P02, the Cb and Cr components are upsampled to full resolution, then inverse quantization of Y′CbCr is performed, followed by conversion to R′G′B′ and then transformation using SMPTE ST 2084 to RGB and then to a LogLuv AVI file intended for viewing on a SIM2 display. 
Details on the HEVC encoder and HDRTools settings can be found in JCTVC-W1018 [1]. A version of HEVC reference software (HM) supporting the HDR coding practices modifications can be found in HM 16.12 [6]; a few key configuration parameters similar to those used for the generation of the test sequences are described in Annex A.
4 Test in Stockholm

4.1 Test setup

The Stockholm test setup followed the test plan in JCTVC-W1018 [1].  

The monitor in the test was a 47” SIM2 with a peak luminance capability of 6000 cd/m2 (model HDR47ES6MB) that was fed with the AVI files in LogLuv format via a DVI cable. 

The source sequence was presented first and then a processed sequence was shown. This was repeated two times, then the viewers had 5 seconds to vote, as shown in Figure 2.


[image: image7]
Figure 2: Timeline of a Basic Test Cell (BTC)
The test subjects were asked to express their opinion according to the DCR protocol, i.e. to answer the question of “if, and in that case, how much, the coded test sample is different from the reference”. The impairment scale is shown below. The viewers were also instructed that some sequences contain slow motion video and that the playout could be uneven but that this was not part of the assessment. 
The viewers for the Stockholm test were people between 30 and 50 years of age who worked at Ericsson and did not have video processing expertise (i.e., naïve viewers), and were screened for visual acuity and colour blindness. The viewers were given token compensation (two movie tickets) for participation.

Before the test, the viewers were trained on five test sequences that were not used in the test (different compressions of the SunRise sequence) to make them familiar with the type of impairments that will be present during the test. The viewers were also checked for both visual acuity and colour blindness. Only viewers having visual acuity 20/30 or better and that passed the colour blindness test were allowed to participate in the test.

Table 2: 11-grade DCR impairment scale

	Score
	Impairment in the test sequence compared to the reference
	Voting scale

	10
	Imperceptible
	No differences
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	9
	Slightly perceptible
	Hardly visible in one area
	

	8
	
	Hardly visible in many areas
	

	7
	Perceptible
	Easily visible in one area
	

	6
	
	Easily visible in many areas
	

	5
	Clearly perceptible
	Evident differences in one area
	

	4
	
	Evident differences in many areas
	

	3
	Annoying
	Severely affect video in one area
	

	2
	
	Severely affect video in many areas
	

	1
	Severely annoying
	Heavily corrupted in one area
	

	0
	
	Heavily corrupted everywhere
	


The test was divided into two test sessions, each about 23 minutes long, where the beginning of each session included three stabilization test sequences with same content as in the test. Voting was discarded for those. A 10 minute break was held between the two test sessions. Different randomizations were used for every pair of the viewers – i.e., unique for the pair of users. The viewers were seated in front of the SIM2 at a distance of 2.5H.

The scores were collected electronically (see Figure 3) by means of a small touch screen, where the 11-grade degradation scale was reproduced (see table 2) reporting both numerical and adjective labels. Subjects were instructed to press the proper button when the message “Vote N” was appearing on the main HDR screen.

Post-screening of the viewers was performed using Pearson correlation index, and 2 viewers were removed due to bad correlation with other subjects (correlation less than 0.75 as stated in JCTVC-W1018). Additional post-screening of the viewers was performed according to procedure described in Recommendation ITU-T P.910 [3]. No additional viewers eligible for rejection were detected. Thus the results were based on 24 viewers.
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Figure 3: Viewing room at Stockholm
4.2 Subjective viewing results
The subjective viewing results were collected, and MOS mean and confidence interval (CI) values were computed for each test point. Plots of MOS vs bitrates are provided in Figure 4. Figure 5 shows the MOS mean and confidence interval for the highest rate point in comparison with the original uncompressed source for the Stockholm test.
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MOS with 95% confidence interval for Market (left) and ShowGirl (right)
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MOS with 95% confidence interval for EBU_06 Starting (left) and EBU_04 Hurdles (right)
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MOS with 95% confidence interval for GarageExit (left) and Balloon (right)
Figure 4: MOS with 95% confidence interval for each test sequence in the Stockholm test
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Figure 5: MOS with 95% confidence interval of P01 (without conversion and coding practices) and P02 (conversion and coding practices) at highest bitrate, and also for reference (uncompressed source), in the Stockholm test
Table 3: BD-rate for P01 (without conversion and coding practices) versus P02 (conversion and coding practices). A negative number correspond to less bitrate for P02 than P01 at equal MOS.
	Label
	Sequence
	BD-rate(%)

	S01
	Market3
	−32.9%

	S02
	Showgirl
	−49.3%

	S03
	EBU_06_Starting
	−4.3%

	S04
	EBU_04_Hurdles
	−15.4%

	S05
	GarageExit
	−13.1%

	S06
	BalloonFestival
	−28.3%

	
	Average
	−23.9%


5 Test in Rome

The test in Rome was conducted in the new Waitek testing area, which is dedicated to video demos and visual testing activities.
5.1 Test setup

The test in Rome was done using a prototype SIM2 HDR display for which the manufacturer declared a peak luminance close to 9,000 nits in the “HDR-mode” over 40% of the whole screen.

A screen luminance uniformity measurement was done by means of an X-Rite luminance meter (model i1Display Pro), getting a mean luminance value around 6,400 nits, with a variation around 2% across the 9 quadrants of the screen (up-left, up-center, up-right, center-left, center-center, center-right, down-left, down-center, down-right). This measurement was done with the display in the “non HDR” mode.

All the test signals (included the caption messages: A B and VOTE N) were sent to the monitor through the LogLuv DVI input. The video signals were all in AVI LogLuv file format, while the caption messages were bitmap fixed images, whose presence on the screen was set by means of a script of the MUP (Multimedia Universal Player) HDR player.

The Basic Test Cell (BTC) of the DCR Variant I test method [3] foresees the presentation on the screen of the original (uncompressed) sequence (always shown first) and of the coded sequence (always shown second); and a 5 seconds voting time was left to the viewers to rate the video on an 11 grade degradation score, as shown in Figure 6.
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Figure 6: DCR Variant I Basic Test Cell
The test subjects were asked to express their impairment scores, answering to the question “if, and in that case, how much, the coded video clip was different from the original”. The same 11 grade numerical impairment scale used during the Stockholm experiment was adopted, but without adjective labels for the score values. 

The viewers were asked to rate their scores using a paper scoring sheet (see example in Figure 7).
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Figure 7: Example of scoring sheet
At the very beginning of the test, the viewers were trained by means of a tutorial phase, during which a “Training Session” was run. The Training Session was made of 6 BTCs randomly extracted from the 48 BTC to be tested, including the widest range of impairments. The training session allowed the viewers to get used to the scoring procedure (i.e., they have to write a number in the box labelled with the same number of the message “Vote N” on the screen) and to get a chance to see the features of the video clips. The Test Manager helped the viewers in exploring the artefacts they saw during the Training Session and in answering any question raised by them.

All the viewers for the Rome test were university students aging between 20 and 30 years of age who did not have video processing expertise (i.e., naïve viewers), and were screened for visual acuity and colour blindness. The viewers were compensated for participation. A post-screening of the viewers was made, applying of the Pearson regression function, among each viewer’s scores and the MOS values. Subjects with a regression index lower than 0.75 were to be possibly discarded; however, none of the 24 viewers were discarded as a result of this.

The 48 coded video clips were evaluated, creating 4 test sessions of 18 BTCs each. Each session included the following phases:

· the stabilization phase: 3 BTCs extracted among the 12 to evaluate, taking care to select the highest, the lowest and a middle quality cases, were shown to the viewers at the beginning of each test session; (the scores collected during the “stabilization phase” were discarded)
· the test phase: 12 BTCs with coded clips to be evaluated;

· the check phase: 3 Original vs. Original cases; useful to verify the level of attention of the viewers; the check phase was randomly mixed up with the test phase.

The 24 viewers participating in the test were divided into twelve groups with two persons each; when a group was running a test, the other groups were getting rest; in this way the fatigue of the viewers was reduced to a minimum. For each group of viewers, the presentation order of a session was different, to minimize the possibility contextual effects in the judgments.

5.2 Subjective viewing results

The subjective viewing results were collected, and MOS mean and confidence interval (CI) values were computed for each test point. Plots of MOS vs bitrates are provided in Figure 8. Figure 9 shows the MOS mean and confidence interval for the highest rate point in comparison with the original uncompressed source for the Rome test.

[image: image19.png]—+—P02501

——P01501




[image: image20.png]s P02502

—e—P01502

0 1000 2000 3000 4000





MOS with 95% confidence interval for Market (left) and ShowGirl (right)
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MOS with 95% confidence interval for EBU_06 Starting (left) and EBU_04 Hurdles (right)
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MOS with 95% confidence interval for GarageExit (left) and Balloon (right)
Figure 8: MOS with 95% confidence interval for for each test sequence in the Rome test
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Figure 9: MOS with 95% confidence interval of P01 (without conversion and coding practices) and P02 (conversion and coding practices) at highest bitrate, and also for reference (uncompressed source), in the Rome test
Table 4: BD-rate for P01 (without conversion and coding practices) versus P02 (conversion and coding practices). A negative number correspond to less bitrate for P02 than P01 at equal MOS
	Label
	Sequence
	BD-rate(%)

	S01
	Market3
	−46.5%

	S02
	Showgirl
	−40.7%

	S03
	EBU_06_Starting
	−25.2%

	S04
	EBU_04_Hurdles
	−19.9%

	S05
	GarageExit
	−4.4%

	S06
	BalloonFestival
	−46.2%

	
	Average
	−30.5%


6 Discussion

The tests were conducted in two test locations. Some key differences in the test setup between the two labs are listed below; the below list may help in understanding the differences in scores among the two labs, and to explain some details of the testing “best practices” adopted through historical experience in similar other tests (which have been refined after each test experiment) with the aim of improving over time the discrimination and reliability of these visual assessments:
· Qualifying rating scores: Adjectives versus no adjectives for rating scores, communicated by written instructions for the test in Stockholm, and by verbal communication for test in Rome.

· DCR Variant: The test in Stockholm was performed under the DCR Variant II (two-time viewing of original and coded versions), whereas the tests in Rome were performed under DCR Variant I (one viewing of original and coded version). This seems unlikely to be a significant factor.

· Training: Guidance about what type of artefacts to look for within sequences in the test set was different in the two tests. The test in Rome provided viewers with more guidance about the location and nature of the artefacts in the test set, which may have increased the ability of the viewers to discriminate between the coded and original video.

· Monitors: Different SIM2 models were used in the two tests. The test in Rome used a prototype SIM2 monitor with peak luminance of 8000–9000 nits. The test in Stockholm used an older SIM2 monitor model with peak luminance of around 6000 nits.
· Scoring: Test subjects in the Stockholm test used electronic entry (iPad-like devices) for scoring. The test subjects at the Rome test were asked write numbers on paper for scoring. It was commented that the electronic entry method might increase the cognitive demands on the test subjects.
· Viewing angle: The Stockholm scoring setup (see Figure 3) was arranged by seating the two subjects under a viewing angle that seems to be higher than 60°; this might cause some impact on the ability of the viewers to detect slight colour variations, due also to the limitations in viewing angle of the older model of SIM2 display used in Stockholm.

· Test subjects: The population of the test subjects was somewhat different in the two tests. In the Stockholm tests, the particpants were employees 30–50 years of age, whereas in Rome, the test subjects were young students 20–30 years of age.
· Organization of the test sessions: The Stockholm test was done with two test sessions of 23 minutes each with a rest time of 10 minutes. During the Rome test the two test sessions were 12 minutes each and two groups of viewers alternated, with one group resting while the other was doing the test; during the rest period the subjects were asked to enter on a PC the data previously scored by another group of viewers; this led to a change of the cognitive task between one session and the other, intended to relax the attention level. It has to be noted that each group of viewers saw two test sessions with a different presentation order; this avoided any influence between what they just saw and the data they were uploading in the PC.
In the traditional MOS scale (score values ranging from minimum value of 1 to maximum value 5), a score of 4.5 or higher is considered to indicate transparency. This roughly translates to a score of 8.75 in the modified MOS scale where the range of values is from 0 to 10, inclusive. The test results showed that the level of quality measured for "Rate 1" (the highest bit rate) is adequate. The Stockholm test results basically achieved this quality for the conversion and coding practices (P02) as the average on 5 of 6 sequences for Rate 1, and the Rome test achieved this quality on 4 out of the 6 sequences for Rate 1.
7 Conclusions

The result of the two tests with naïve viewers verifies the HDR coding capability of the HEVC Main 10 profile with appropriate conversion and coding practices for coding 1080p 4:2:0 Y′CbCr video at bitrates ranging from 450 kbps to 6500 kbps. At the highest bitrate points, ranging from 2.7 Mbps to 6.5 Mbps, four (in Rome) or five (in Stockholm) out of six sequences reached transparent quality. The sequences that were close to transparent quality had bitrates ranging from 2.7 Mbps to 4.2 Mbps. The highest bitrate points used in this tests were relatively low and the bitrate-versus quality curves were generally well-behaved, and it is thus expected that using higher bitrates would achieve transparent quality for the remaining cases. There is also evidence of benefit in some cases from using conversion and coding practices compared to not using such practices. Since the test content does not exploit the full BT.2020 colour gamut it is primarily the benefits from the coding practices that are reflected in these tests rather than the effect of the conversion practices. The primary technique tested in these coding practices was the use of quantization step size settings to distribute a higher portion of bits to chroma and to brighter areas than might be applied with naïve coding practices. On average, the bitrate reduction for equal MOS, BD-rate, was measured as 27%, where the BD-rate was computed based on the average MOS and bitrate for rate points for both the conversion and coding practices and without using such practices.
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Annex A. Configuration settings.

This annex describes the configuration parameter settings that may be used to generate configurations equivalent to P01 and P02. It is noted that equivalent configuration parameters [1] were used with another version of HDRTools and HM to generate the test sequences in this verification test. The naïve reference method that corresponds to the setup which was used as reference in MPEGs Call for Evidence [7] may be used to generate processed test sequences similar to P01. The enhanced method that corresponds to an improved reference may be used to generate processed test sequences similar to P02.

A.1 Naïve reference method configuration settings
HDRTools version 0.12 [4] is used for conversion from EXR2020, BT2020Tiff or P3D65Tiff and YCbCr420 with the following changes to the default parameters found in the CfE_cfgFiles folder:

EnableTFunctionLUT   = 0          # Use LUTs for TF computations

EnableTFDerivLUT     = 0          # Use LUTs for TF derivative computation

ClosedLoopConversion = 0

HM version 16.12 [6] is used with the following additions to encoder_random_access_main10.cfg:

Level                     : 4.1

LumaLevelToDeltaQPMode    : 0     # Change luma deltaQP based on average luma

WCGPPSEnable              : 0

HDRTools version 0.12 is used for conversion from YCbCr420 to EXR2020, BT2020Tiff an P3D65Tiff.

A.2 Enhanced method configuration settings
HDRTools version 0.12 is used for conversion from EXR2020, BT2020Tiff or P3D65Tiff to YCbCr420 with the default config files found in the CfE_cfgFiles folder which includes the following parameter setting:

EnableTFunctionLUT   = 1          # Use LUTs for TF computations

EnableTFDerivLUT     = 1          # Use LUTs for TF derivative computation

ClosedLoopConversion = 8
HM version 16.12 is used with the following additions to encoder_random_access_main10.cfg:
Level                     : 4.1
LumaLevelToDeltaQPMode    : 1     # Change luma deltaQP based on average luma

WCGPPSEnable              : 1

WCGPPSChromaQpScale       : -0.46 # Linear chroma QP offset mapping (scale)

WCGPPSChromaQpOffset      : 9.26  # Linear chroma QP offset mapping (offset)

WCGPPSCbQpScale           : 1.14  # Scale factor depending on capture and 

                                  # representation colour space (with BT.2020

                                  # container use 1.14 for BT.709 material 

                                  # and 1.04 for P3 material)

WCGPPSCrQpScale           : 1.79  # Scale factor depending on capture and 

                                  # representation colour space (with BT.2020

                                  # container use 1.79 for BT.709 material

                                  # and 1.39 for P3 material)

HDRTools version 0.12 is used for conversion from YCbCr420 to EXR2020, BT2020Tiff, and P3D65Tiff.
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