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[bookmark: _Toc353342667][bookmark: _Toc326483602]Foreword
ISO (the International Organization for Standardization) is a worldwide federation of national standards bodies (ISO member bodies). The work of preparing International Standards is normally carried out through ISO technical committees. Each member body interested in a subject for which a technical committee has been established has the right to be represented on that committee. International organizations, governmental and non-governmental, in liaison with ISO, also take part in the work. ISO collaborates closely with the International Electrotechnical Commission (IEC) on all matters of electrotechnical standardization.
The procedures used to develop this document and those intended for its further maintenance are described in the ISO/IEC Directives, Part 1. In particular the different approval criteria needed for the different types of ISO documents should be noted. This document was drafted in accordance with the editorial rules of the ISO/IEC Directives, Part 2.  www.iso.org/directives
Attention is drawn to the possibility that some of the elements of this document may be the subject of patent rights. ISO shall not be held responsible for identifying any or all such patent rights. Details of any patent rights identified during the development of the document will be in the Introduction and/or on the ISO list of patent declarations received.  www.iso.org/patents
Any trade name used in this document is information given for the convenience of users and does not constitute an endorsement.
For an explanation on the meaning of ISO specific terms and expressions related to conformity assessment, as well as information about ISO's adherence to the WTO principles in the Technical Barriers to Trade (TBT) see the following URL: Foreword - Supplementary information
The committee responsible for this document is ISO/JTC1/SC29/WG11.
ADD INFORMATION ABOUT REPLACED STANDARDS AND OTHER PARTS AS NECESSARY
[bookmark: _Toc353342668][bookmark: _Toc326483603]Introduction
Reuse some of the C&O and Reqs

Title (Introductory element — Main element — Part #: Part title)
1 [bookmark: _Toc353342669][bookmark: _Toc326483604]Scope
[bookmark: _Toc353342670]The proliferation of capture and display devices combined with ever-increasing bandwidth, including mobile bandwidth, necessitates better and standardized mechanisms for coordinating such devices, media streams and available resources, like media processing and transmission.
Media orchestration:
Applies to capture as well as consumption;
Applies to fully offline use cases as well as network-supported use, with dynamic availability of network resources;
Applies to real-time use as well as media created for later consumption;
Applies to entertainment, but also communication, infotainment, education and professional services;
Concerns temporal (synchronization) as well as spatial orchestration;
Concerns situations with multiple sensors (“Sources”) as well as multiple rendering devices (“Sinks”), including one-to-many and many-to-one scenarios;
Concerns situations with a single user as well as with multiple (simultaneous) users, and potentially even cases were the “user” is a machine, although this is not yet represented in the use cases. This may have a relation with the notion of “Media Internet of Things” that is also discussed in MPEG. 
2 [bookmark: _Toc326483605]Normative references
The following documents, in whole or in part, are normatively referenced in this document and are indispensable for its application. For dated references, only the edition cited applies. For undated references, the latest edition of the referenced document (including any amendments) applies.
ISO #####‑#:20##, General title — Part #: Title of part
3 [bookmark: _Toc353342671][bookmark: _Toc326483606]Terms and definitions
Take the one from N doc
	Term
	Definition

	Association
	TBD

	Content
	Media Data

	Controller
	Elementary function that controls on or more other elements. It outputs Control Data and can receive Control Data

	Control timestamp
	Timestamp representing the time (in relation to the Wall Clock) at which a Synchronisation Client is recommended to present a particular point in time (in relation to the Synchronisation Timeline) of its Timed Data. (DVB-CSS)

	Correlation
	TBD

	Data
	Media Data or Metadata or Orchestration Data

	Earliest Presentation Timestamp:
	Timestamp representing the earliest time (in relation to the Wall Clock) at which a Synchronisation Client believes it can present a particular point in time of its Timed Data. (DVB-CSS)

	Device
	Physical entity that can embody a number of elementary functions.

	M-Processor, a.k.a.
Media Processor
	Elementary function that processes Media Data and/or Metadata. It receives Media Data and/or Metadata, and may also receive Orchestration Data, and outputs Media Data or Metadata, or both

	Media Component
	A component of the Media Data,  e.g. an audio stream belonging to an audio-visual scene

	Media Data
	Data that can be rendered, including audio, video, text, graphics, images, haptic and tactile information (NB: this data can be timed or non-timed)

	Media Stream
	Timed Media Data 

	Media Synchronisation Application Server
	Elementary function that coordinates the process of obtaining a shared agreement on the progress of Timelines among all Synchronisation Clients (DVB-CSS)

	Metadata
	Data about other Data, that cannot be rendered independently and may affect rendering, processing or orchestration of the associated Media Data.

	Orchestrator
	Elementary function that receives Media Data, Metadata and/or Orchestration Data, and outputs Orchestration Data

	Orchestration Data
	Data that orchestrates any number of Timed Data Streams
Note that Orchestration Data itself may also be Timed Data

	Sink
	Elementary function that receives Media Data, and possibly Orchestration Data and/or Metadata, and that presents the Media Data.

	Source
	Elementary function that outputs Media Data and/or Metadata, and may receive control information.

	Synchronisation Client
	Elementary function that wishes to align its presentation of Timed Data with other Synchronisation Clients by communicating with a Media Synchronisation Application Server (DVB-CSS)

	Timed Data
	Data that has an intrinsic timeline 

	Timed Data Stream
	Stream of timed data

	Timed Metadata
	Metadata that has an intrinsic timeline

	Timeline
	Reference frame for describing time, represented as a linear scale against which time can be measured for a particular system. This could manifest in various ways, such as: as a local oscillator, the progress of a broadcast or the time position within an item of media content. (DVB-CSS)

	Timeline correlation
	Correlation between two timelines (DVB-CSS)

	Timestamp
	Pair of two values each of which represents a time value on a timeline such that the two time values correspond to the same moment in time (DVB-CSS)

	User
	The human that uses one or more device(s) and/or service(s). A User could be a producer and consumer of media, and both at the same time.

	Wall clock
	Linear monotonic clock that is not assumed to represent real date and time. The wall clock is intended for sharing between two or more entities for the purposes of having a common synchronised time reference frame. (DVB-CSS)

	Wall clock synchronisation
	Achieving a shared agreement on the progress of time of a Wall Clock. This is a process that takes place between devices. (DVB-CSS)



4 [bookmark: _Toc326483607]Architecture
Editor's note: Need to say that we support any media of any type/encoding
Editor's note: Media Orchestration Application as replacement for the device 
Editor's note: A Media Orchestration is something that needs to be identified
The concept of Timed Data was introduced by DVB CSS, see TS 103 286-1, clause 5.2.1. (Note that DVB uses the term “timed content” for this concept.) Timed Data has an intrinsic timeline. It may have a start and/or end (e.g. Content on-Demand), or it may be continuous (broadcast). It may be atomic (video-only) or it may be composite (A/V, 3D-audio, multiplex). Classic examples of Timed Data are video, audio and timed text. In the context of media orchestration, also streams of location and orientation, as well as other sensor outputs are Timed Data, see Figure 1. This can also be called Timed Metadata, as defined in DVB CSS. 
Note that the notion of time may have various applications in Media Orchestration. It may pertain to the delivery or on the media itself, or the presentation. It may also pertain to the capture of media.
[image: ]
[bookmark: _Ref422263125]Figure 1 - Examples of Timed Data in the context of media orchestration
We distinguish a number of functional entities for Media Orchestration, all derived from the same abstract entity. This document first describes the entities and then gives an example of how they can be configured for an actual use case.
The arrows on the pictures below have the following meaning:
	[image: ]
	Media Data (timed or non-timed, unidirectional)

	[image: ]
	Metadata (timed or non-timed, unidirectional)

	[image: ]
	Orchestration Data (timed or non-timed, unidirectional)

	[image: ]
	Messaging and control (non-timed, possibly bi-directional)


Table 1 - Types of Data
Source
A Source is an element that outputs Media Data and/or Metadata, and may receive control information
Source


Sink
A Sink is an element that receives Media Data, and possibly Orchestration Data and/or Metadata, and that presents the Media Data
Sink


Orchestrator
An Orchestrator is an element that receives Media Data, Metadata and/or Orchestration Data, and outputs Orchestration Data
Orchestrator


M-Processor
An M-Processor is an element that processes Media Data and/or Metadata. It receives Media Data and/or Metadata, and may also receive Orchestration Data, and outputs Media Data or Metadata, or both. 
M-processor


Controller
Controller

A Controller is an element that controls on or more other elements. It outputs Control Data and can receive Control Data, and has no other defined input interface. 
[image: ]
An Orchestrator generates the orchestration data from media data, metadata and/or the other orchestration data. The orchestration data may be unidirectional (e.g. carried in broadcast) or bidirectional. An Orchestrator can include following functional elements; timed data resolution entity and temporal/spatial resolution entity. Timed Data Resolution Entity generates timestamped description of which timed data (including media, metadata, and the other orchestration data) can be consumed together. Timeline Resolution Entity correlates different timelines (or coordinates optionally). The orchestrator is located within same device with sources or exists separately. 
A device has one or more sources, optionally orchestrators. Each source generates timed media data, timed metadata. When the orchestrators are located within same device, the orchestration data is also generated, especially association between media streams and metadata streams generated from the device. Within a same device, based on the system clock, the correlation between different timelines (when each source uses different timelines) can be resolved based on its own the system clock.  
The timed media data and metadata generated from sources can be delivered to other functional elements, i.e., Orchestrator, M-Processor, and Sink. The timed metadata may also be multiplexed with associated media data. 

Please note that :
A user device may (and very often will) have both Source and Sink functions;
A user device may also include Orchestrator functions;
An application server may combine Controller, Orchestrator  and M-processing functions;
M-processing function may include transcoding, adding or changing timelines, multiplexing, demultiplexing, selection (editor), stitching, tiling (e.g., using MPEG DASH Spatial Relationship Description), translation, extracting metadata streams (e.g. CDVS metadata), and more.
An example instantiation of this model is as follows:
[image: ]
Figure 2 - Examples of Timed Data in the context of media orchestration
This model shows a complex scenario where many sources contribute to an experience with many, orchestrated  sinks. (Note that the coding of the lines is not fully consistent with the pictures in above)
The example above is broadcast-oriented, with a clear distinction between the production side and the consumption side. The architecture also supports mixed cases, for example shared experiences, where sinks are used for broadcast media consumption in orchestration with sources and sinks used for communication between users.

4.1  [bookmark: _Toc447199232][bookmark: _Toc449430195][bookmark: _Toc326483608]Architecture for temporal orchestration
Editor note: a more general introduction like the one from DVB-CSS could be useful here
[bookmark: _Ref446590657][bookmark: _Toc447199233][bookmark: _Toc449430196][bookmark: _Toc326483609]Sink-side architecture for temporal orchestration
Figure 3 provides a sink-side architecture for temporal orchestration, based on DVB-CSS [12]. The purpose of this architecture is to synchronise two or more pieces of incoming timed data (timed media, timed metadata or timed orchestration data) within/between one or more sinks.
[image: ]
Figure 3: Sink-side architecture for temporal orchestration.
The sink-side architecture has the following elements.
· There are sinks, each of which receives pieces of timed data. Each of those pieces of timed data can be timed media data, timed metadata or timed orchestration data.
· Each sink has a synchronisation client (SC) per received piece of timed data (stream), which takes care of the synchronisation of the timed data, delaying the presentation/use of the timed data when appropriate.
· An SC coordinates the timeline synchronisation of its timed data with a Media Synchronisation Application Server (MSAS) via the MORE-TS interface
· Each sink has a wall-clock client (WCC), which provides the wall clock time that is used for the timestamping in the MORE-TS interface.
· A WCC synchronises its wall clock against a Wall Clock Server (WCS) via the MORE-WC interface,
· Correlation timestamps are a form of orchestration data, that may be received and processed by SCs and/or MSAS via the MORE-CT interface, Correlation timestamps are used to perform timeline translations, in the generic case where the timelines of different received timed data are different.

Editor's note: The use of the term "timed data" is consistent with the Context & Objective document (W16131 C&O for Media Orchestration). However, the plurality of the term leads to occasional awkwardness, requiring phrasing like the above "multiple pieces of timed data". Therefore the term "timed data" is for further study. 
NOTE: Pieces of timed data (e.g. media streams) usually have different timelines, as each source typically has its own local oscillator. A common example is the case where timed data 2 is a transcoded (and remultiplexed) version of timed data 1.
Figure 4 shows a simplified case of the above architecture. This simplified case corresponds with the DVB-CSS [12] inter-device media synchronisation standard.
· A TV device integrates WCC, WCS, SC and MSAS functions.
· Only timed media data is considered, not timed metadata or timed orchestration data
· The timed media data at the Companion Screen Application (CSA) is slaved to the timed media data received by the TV device, ensuring that the playout of the timed media data at the TV device is never delayed.
· Correlation timestamps are received and processed by the CSA (design choice by DVB-CSS).
· Timed media data are presented synchronised between TV device and CSA.

[image: ]
Figure 4: Simplified case of the sink-side architecture, corresponding to DVB-CSS [12].
Figure 5 shows an even more simplified case of the above architecture. This case corresponds with the HbbTV 2.0 [13] multistream synchronisation standard.
· Timed broadcast media data and timed broadband media data are received by a single HbbTV terminal.
· The timed broadband media data is slaved to the timed broadcast media, ensuring that the playout of the timed broadcast media data is never delayed.
· Correlation timestamps are received and processed by the HbbTV terminal (design choice by HbbTV).
· Timed broadcast media data and timed broadband media data are presented synchronised on the HbbTV terminal.

[image: ]
Figure 5: Simplified case of the sink-side architecture, corresponding to HbbTV 2.0 [13].
[bookmark: _Toc447199234][bookmark: _Toc449430197][bookmark: _Toc326483610]Source-side architecture for temporal orchestration
Figure 6 provides a source-side architecture for temporal orchestration. It is a mirror image of the sink-side architecture of Figure 3. The purpose of this architecture it to enable the future synchronisation of two or more pieces of timed data (timed media, timed metadata or timed orchestration data) that are produced by one or more sources. The word "future" implies that the actual synchronisation takes place at playout with the sink(s). To enable this, sources report about the production timing of their produced timed data. 
[image: ]
Figure 6: Source-side architecture for temporal orchestration.
The source-side architecture has similar elements as the sink-side architecture, with the following differences.
· The direction of timed data (timed media data, timed metadata and timed orchestration data) is outgoing.
· The SCs report to the MSAS, but they do not need to delay the produced timed data.
· The correlation timestamps are outgoing, to be used for the future synchronisation of timed data at the sink side.
Editor's note: Buffering of produced timed data at the source is for further study.
NOTE: A media-orchestrated system may have multiple independent wall clock servers (WCS) and Media Synchronisation Application Servers (MSAS). For example, an MSAS used at the source/production side, may be different from an MSAS used at the sink/consumption side.
Simplified cases are possible, similar to the ones described for the sink-side architecture.
· WCS and MSAS may be integrated with a source.
· A single source device may integrate multiple sources, producing multiple pieces of timed data (streams).
Figure 7 provides an example simplified case that integrates a source and a sink function. This example is an M-Processor (e.g. a transcoder or a CDN node) that remultiplexes and possibly delays the media stream, resulting in that the timeline for the incoming timed media data is different than for outgoing timed media data. The M-Processor produces correlation timestamps in order to enable future synchronisation between the two pieces of timed media data.
[image: ]
Figure 7: Source-side architecture for temporal orchestration.
5 [bookmark: _Toc326483611]Metadata
[bookmark: _Toc451779874]Editor note: check usefulness of copies from MPEG-V
5.1  [bookmark: _Toc326483612]Timed Metadata
In [3], Metadata is defined as the data that cannot be rendered independently and may affect rendering, processing or orchestration of the associated media data. Like media data, this metadata can be timed data. For example, when a tracker (that is able of tracking location and orientation) is attached to a camera, the location and orientation of the camera are continuously tracked as the camera captures and moves. With the captured video stream, the stream of location and orientation (gaze) of the camera is also generated. This location stream can be timed metadata about associated video stream since it has an intrinsic timeline. 
ISO/IEC 23005 specifies tools for describing sensing capability of individual sensors [6] and detected information from these sensors [7]. Since most timed metadata (e.g., position, orientation) is generated from sources that include one or more sensors, we use this tool to describe sensing ability of each source and timed metadata as detected information from these sources in the context of media orchestration.
As shown in the below Table 4.1, ISO/IEC 23005-2 specifies sensor’s sensing ability including accuracy of the measured value, the range of values, number of levels that the sensor can perceive, and SNR [6]. Based on the tool, we suggest describing sensing capability of each source that senses and generates timed metadata.
NOTE. Currently, we only consider using binary representation syntax described in ISO/IEC 23005-2 [6] and 23005-5 [7].  XML representation syntax will be used when we consider using XML format for timed metadata 
[bookmark: _Toc451776696]Table 5‑1. Binary syntax of sensor capability base type defined in ISO/IEC 23005-2
	Syntax
	No. bits
	Mnemonic

	SensorCapabilityBaseType {
	
	

	AccuracyFlag
	1
	bslbf

	TerminalCapabilityBase
	
	TerminalCapabilityBaseType

	if(AccuracyFlag){
	
	

	Accuracy
	
	AccuracyType

	}
	
	

	SensorCapabilityBaseAttributes
	
	SensorCapabilityBaseAttributesType

	}
	
	



	Syntax
	No. bits
	Mnemonic

	AccuracyType {
	
	

	AccuracySelect
	2
	bslbf

	   if(Accura cySelect==00){
	
	

	      PercentAccuracy
	32
	fsbf

	   } else if (AccuracySelect==01) { 
	
	

	      ValueAccuracy
	32
	fsbf

	   }
	
	

	}
	
	


 
	Syntax
	No. bits
	Mnemonic

	SensorCapabilityBaseAttributesType {
	
	

	      unitFlag
	1
	bslbf

	    maxValueFlag
	1
	bslbf

	minValueFlag
	1
	bslbf

	offsetFlag
	1
	bslbf

	numOfLevelsFlag
	1
	bslbf

	sensitivityFlag
	1
	bslbf

	SNRFlag
	1
	bslbf

	if(unitFlag){
	
	

	unit
	8
	bslbf

	      }
	
	

	if(maxValueFlag){
	
	

	maxValue
	32
	fsbf

	      }
	
	

	if(minValueFlag){
	
	

	minValue
	32
	fsbf

	      }
	
	

	if(offsetFlag){
	
	

	offset
	32
	fsbf

	      }
	
	

	if(numOfLevelsFlag){
	
	

	numOfLevels
	16
	uimsbf

	      }
	
	

	if(sensitivityFlag){
	
	

	sensitivity
	32
	fsbf

	      }
	
	

	if(SNRFlag){
	
	

	SNR
	32
	fsbf

	      }
	
	

	}
	
	


NOTE. Detailed semantics of above attributes are defined in section 4.7.3 of [6]

As shown in the below Table 4.2, ISO/IEC 23005-5 specifies tools for describing information acquired through each individual sensor [7]. It includes details of detected information and the time information at which the sensed information is acquired. Based on the tool, we suggest describing timed metadata generated from sources. The below Table 4.2 describes binary representation syntax of sensed information base type defined in 23005-5 [7].
[bookmark: _Toc451776697]Table 5‑2. Binary syntax of sensed information base type defined in ISO/IEC 23005-5
	Syntax
	No. bits
	Mnemonic

	SensedInfoBaseTypeType{
	
	

	TimeStampFlag
	1
	bslbf

	SensedInfoBaseAttributes
	
	SensedInfoBaseAttributesType

	if(TimeStampFlag){
	
	

		TimeStamp
	
	TimeStampType

	}
	
	

	}
	
	



	Syntax
	No. bits
	Mnemonic

	SensedInfoBaseAttributesType{
	
	

	IDFlag
	1
	bslbf

	sensorIdRefFlag
	1
	bslbf

	linkedlistFlag
	1
	bslbf

	groupIDFlag
	1
	bslbf

	priorityFlag
	1
	bslbf

	activateFlag
	1
	bslbf

	if(IDFlag) {
	
	

	ID
	See ISO 10646
	UTF-8

	}
	
	

	if(sensorIdRefFlag) {
	
	

	sensorIdRef
	
	UTF-8

	}
	
	

	if(linkedlistFlag) {
	
	

	linkedlist
	
	UTF-8

	}
	
	

	if(groupIDFlag) {
	
	

	groupID
	
	UTF-8

	}
	
	

	if(priorityFlag) {
	
	

	   priority
	32
	uimsbf

	}
	
	

	if(activateFlag) {
	
	

	activate
	1
	bslbf

	}
	
	

	}
	
	


NOTE. Detailed semantics of above attributes are defined in section 4.5.3 and 4.5.4 of [7]
ISO/IEC23005-5 specifies tools for describing different modes according to the type of detected information. Some types of detected information (e.g., position or orientation) are applied into two different modes; one is on normal mode and the other is on update mode [6]. In order to make processing easier, we suggest applying the normal mode only in this media orchestration.
5.2  [bookmark: _Toc451779876][bookmark: _Toc326483613]Position Metadata
Position can be acquired from different types of sources (sensors). Global positing system (GPS) sensor detects global position information and altitude optionally. The other position sensors detect position information, i.e., values along with x, y, z-axis.  
ISO/IEC 23005-5 specifies a separate description for detected altitude information from the description of global position information. When one source detects both global position and altitude (most GPS detects altitude also), the below syntax of detected global position and altitude information shall be used at the same time.
5.2.1 [bookmark: _Toc451779877][bookmark: _Toc326483614]Global Position 
The sensing ability of source including global positioning system (GPS) sensor is described based on the syntax of GlobalPositionSensorCapabilityType defined in clause 6.25 of [6]. The description includes number of levels of longitude and latitude that the sensor can perceive and its accuracy of detected information. 
To describe the detected global position information, the below syntax is used as defined in section 6.23 of [7]. 
[bookmark: _Toc451776698]Table 5‑3. Binary syntax of sensed global position information defined in ISO/IEC 23005-5
	Syntax
	No. bits
	Mnemonic

	GlobalPositionSensorType{
	
	

	SensedInfoBaseType
	See above
	SensedInfoBaseType

	latitude
	32
	fsfb

	longitude
	32
	fsfb

	}
	
	


NOTE. Detailed semantics of above attributes are defined in section 6.23.3 of [6]
5.2.2 [bookmark: _Toc451779878][bookmark: _Toc326483615]Altitude 
Based on syntax of AltitudeSensorCapabilityType defined in section 6.26 in [6], the sensing capability of source including altitude sensor is described as the number of value levels, the range of values, and its accuracy. 
To describe the detected altitude information, the below syntax is used as defined in section 6.24 of [7]. 
[bookmark: _Toc451776699]Table 5‑4. Binary syntax of sensed altitude information defined in ISO/IEC 23005-5
	Syntax
	No. bits
	Mnemonic

	AltitudeSensorType{
	
	

	SensedInfoBaseType
	See above
	SensedInfoBaseType

	altitude
	32
	fsfb

	}
	
	


NOTE. Detailed semantics of above attributes are defined in section 6.24.3 of [6]
5.2.3 [bookmark: _Toc451779879][bookmark: _Toc326483616]Position 
The sensing ability of source including position sensors is described as the maximum and minimum value that the position sensor can perceive along the x, y, and z-axis in the unit of meter based on the syntax of PositionSensorCapabilityType defined in section 6.9.2 of [6] 
ISO/IEC23005-5 specifies tools for describing two different modes of detected position information; one is on normal mode and the other is on update mode [7]. In order to make processing easier, we suggest applying the normal mode only in the media orchestration.
To describe the detected position information on the normal mode, the below syntax is used as defined in section 6.9 of [7]. 
[bookmark: _Toc451776700]Table 5‑5. Binary syntax of sensed position information defined in ISO/IEC 23005-5
	Syntax
	No. bits
	Mnemonic

	PositionSensorType {
	
	

		UpdateMode
	1
	bslbf

		if(UpdateMode ==0){
	
	

		PositionSensorNormal
	
	PositionSensorNormalType

		}else{
	
	

	PositionSensorUpdate
	
	PositionSensorUpdateType

		}
	
	

	}
	
	


NOTE. Updatemode is set as ‘0’ (it only includes PositionSensorNormal as the format of PositionSensorNormalType)
	Syntax
	No. bits
	Mnemonic

	PositionSensorNormalType{
	
	

	positionFlag	
	1
	bslbf

	unitFlag
	1
	bslbf

	SensedInfoBaseType
	
	SensedInfoBaseTypeType

	if(positionFlag) {
	
	

	   position
	
	Float3DVectorType

	}
	
	

	if(unitFlag) {
	
	

	   unit
	
	unitType

	}
	
	

	}
	
	


NOTE. Detailed semantics of above attributes are defined in section 6.9.3 of [7]
5.3  [bookmark: _Toc451779880][bookmark: _Toc326483617]Orientation Metadata
The sensing capability of sources including orientation sensors is described as the syntax of OrientationSensorCapabilityType defined in section 6.12.2 of [6]. It includes the range of yaw, pitch, roll that the orientation sensor can perceive in the unit of degree.
To describe the detected orientation information on the normal mode, the below syntax is used as defined in section 6.12 of [7]. 
[bookmark: _Toc451776701]Table 5‑6. Binary syntax of sensed orientation information defined in ISO/IEC 23005-5
	Syntax
	No. bits
	Mnemonic

	OrientationSensorType {
	
	

		UpdateMode
	1
	bslbf

		if(UpdateMode ==0){
	
	

		OrientationSensorNormal
	
	OrientationSensorNormalType

		}else{
	
	

	OrientationSensorUpdate
	
	OrientationSensorUpdateType

		}
	
	

	}
	
	


NOTE. Updatemode is set as ‘0’ (It only includes OrientationSensorNormal as the format of OrientationSensorNormalType).
	Syntax
	No. bits
	Mnemonic

	OrientationSensorNormalType{
	
	

	orientationFlag	
	1
	bslbf

	unitFlag
	1
	bslbf

	SensedInfoBaseType
	
	SensedInfoBaseTypeType

	if(orientationFlag) {
	
	

	 orientation
	
	Float3DVectorType

	}
	
	

	if(unitFlag) {
	
	

	   unit
	
	unitType

	}
	
	

	}
	
	


NOTE. Detailed semantics of above attributes are defined in section 6.12.3 of [7]
5.4  [bookmark: _Toc326483618]A/V Patterns
Editor note: placeholder for a descriptor for patterns occurring in media
5.5  [bookmark: _Toc326483619]Quality
Media quality metadata is timed metadata that provides information on capture timed media data. Media quality metadata is associated to timed media data. It provides quality-related parameters. Here are some examples.
· Steadiness, isn't the camera moving around too much
· Occlusion, are there backs of people in the way blocking the view
· Contrast quality
· Colour quality
Media quality metadata may also include an overall perceptual quality metric.
6 [bookmark: _Toc326483620]Orchestration Data
Several approaches can be considered for the arrangement, coordination and management of media and devices using the functional elements – be it by a user or in a (semi) automated fashion. For example, a signaling framework might be created between the functional components. As this standard addresses use cases that are (very) dynamic and variable, a real-time and fine-grained orchestration approach is required. The concept of Orchestration Data addresses the spatial and temporal organization of devices and media streams at the production side and the consumption side – and often on both sides, especially in real-time use cases where media is consumed as it is being produced. 
Orchestration Data can be Timed Data. Orchestration Data are used to orchestrate Media Data and other forms of Timed Data. Like Media Data, an Orchestration Data has an intrinsic timeline. An Orchestration Data may have a start and/or end, possibly controlled by signaling. Orchestration Data may be continuous. Orchestration Data may be unidirectional (e.g. carried in broadcast) or bidirectional. Orchestration Data may need to be multiplexed with other (Timed) Data streams. Orchestration Data may also be stored, as any other form of (Timed) Data. 
In summary, the following applies to these streams:
Media, Metadata are a form of Timed Data. Orchestration Data may also be Timed Data
Orchestration Data can orchestrate any number of Timed Data streams

6.1  [bookmark: _Toc326483621]Directory / Registry
Editor note: Future section on an API to add discovered sources and sinks
6.2  [bookmark: _Toc326483622]Composition
Editor note: Composition and Association, relationship to be defined/clarified
Editor node: multi-sink composition needs to be defined and explored
Editor note: Future section on the composition, spatial and/or temporal, of media for sinks. HTML5 and BIFS may be relevant.
7 [bookmark: _Toc326483623]Messaging and Control
7.1  [bookmark: _Toc326483624]Wall Clock
Sources and sinks involved in temporal orchestration with other sources or sinks shall support the wall clock protocol as specified in DVB-CSS-WC clause 8.
7.2  [bookmark: _Ref326239750][bookmark: _Toc326336672][bookmark: _Toc326483625]Timeline Synchronization
Sources and sinks involved in temporal orchestration with other sources or sinks shall support the timeline synchronisation protocol as specified in DVB-CSS-TS [12] clause 9, with the following modifications.
· A sink of timed data shall report actual presentation timestamps.
· A sink of timed data should report earliest- and latest presentation timestamps.
· A sink should delay timed data based on received control timestamps.
· A source of timed data shall report actual presentation timestamps (see NOTE).
· A source of timed data shall not report earliest- and latest presentation timestamps.
· A source should not delay timed data.
NOTE: The term "presentation timestamp" is a bit of a misnomer for sources of timed data, as the timestamp is about the moment that a specific media frame or audio sample got captured, not presented. This was a pragmatic choice, as the introduction of a new "capture timestamp" would require the reworking of the DVB-CSS-TS protocol and/or the specification of a new timeline synchronisation protocol which would be nearly identical to DVB-CSS-TS.
Sources and sinks involved in temporal orchestration shall perform timestamping at a reference point at their physical input/output, see also figure 9 and DVB-CSS clause 5.7.2. That is, the reported wall clock time in a timestamp corresponds to the moment in time that light or sound was received by a source (camera, microphone), or emitted by a sink (screen, speaker). As timestamping always takes place within a device, a measured timestamp has to be corrected for time delays between the actual timestamping point and the specified reference point.

[image: ]
Figure 9: Reference point for timestamping (based on DVB-CSS [12] Figure 5.7.2.1).
8 [bookmark: _Toc326483626]Transport
8.1  [bookmark: _Toc326483627]Carriage of Timed Metadata in ISOBMFF
If timed metadata is carried in an ISO Base Media File Format, it shall be carried in the metadata tracks within the ISO Base Media File Format. Different Metadata types and corresponding storage formats are identified by their unique sample entry codes [6]
Timed metadata track uses the ‘meta’ handler type in the handler box of the media box, as defined in 8.4.3 in [7]. It also uses a null media header (‘nmhd’), as defined in 8.4.5.2 in [7].
A metadata track carrying timed metadata can be associated with other media (e.g., video or audio) track. The timed metadata track is linked to the track it describes by means of a ‘cdsc’ (content describes) track reference. 
8.1.1 [bookmark: _Toc451779883][bookmark: _Toc326483628]Carriage of Position Metadata in an ISO Base Media File Format
The sample entry for position metadata is defined as the PositionMetadataSampleEntry. 
Sample Entry Type:	‘pmse’ 
Container: 	Sample Description Box (‘stsd’)
Mandatory:	No
Quantity:	0 or 1
The position metadata sample entry shall contain a PositionMetadataConfigurationBox, describing one or more position metadata entities that are present in each sample. Each sample is an array of position metadata entities, corresponding one for one to the declared position metadata defined in section 4.2.
class PositionMetadataSampleEntry() extends MetadataSampleEntry (‘pmse’) {
	PositionMetadataConfigurationBox poscfg;
}
class PositionMetadataConfigurationBox extends Box(‘pomc’) {
    	unsigned 	int(8)	entity_count;
    	for (i=1; i <= entity_count; i++){
            unsigned int(16)      	entity_size_bytes;      
        	unsigned int(7)		reserved=0;
        	unsigned int(1)		sensor_capability_included;
        	unsigned int(32)		position_entity_code[i];
if (sensor_capability_included == ‘1’)
{
PositionSensorCapability(position_entity_code);
}
   	}
}
class PositionSensorCapability(unsigned int(32) position_entity_code) {
if(position_entity_code == ‘GPS’)
{  
GlobalPositionSensorCapabilityType  gps_cap;
}else  if(position_entity_code == ‘POS’){
PositionSensorCapabilityType     	pos_cap;
}else  if(position_entity_code == ‘ALTI’){
 		AltitudeSensorCapabilityType    	alt_cap;
}
}
Semantics: 
entity_count specifies the number of position metadata entities in each sample 
entity_size_bytes indicates the size (in bytes) of each position metadata entity. 
sensor_capability_included is equal to 1 indicates that sensing capability information associated to the position entity is present. According to position_entity_code value, following sensing capability information is present.
· GPS = global position sensing capability as defined in Section 4.2.1  
· ALTI = altitude sensing capability as defined in Section 4.2.2.
· POS = position sensing capability as defined in Section 4.2.3  
position_entity_code[i] indicates which position metadata is present in i-th position metadata entity as follows.
· GPS = i-th position metadata entity includes global position information as defined in Table 4.3.  
· ALTI = i-th position metadata entity includes altitude information as defined in Table 4.4.
· POS = i-th position metadata entity includes position information as defined in Table 4.5.

The Position Metadata sample shall use the following syntax.
class PositionMetadataSample(){
for(i=1; i<= entity_count; i++){
if(position_entity_code[i] == “GPS ”)
{  
GlobalPositionSensorType 	global_position;
} else  if(position_entity_code[i] == “POS”){
 	PositionSensorType 		position;
} else  if(position_entity_code[i] == “ALTI”){
 	AltitudeSensorType		altitude;
}
}
}
Semantics : 
global_position includes global position information as defined in Table 4.3.
altitude includes altitude information as defined in Table 4.4.
position includes position information as defined in Table 4.5.
8.1.2 [bookmark: _Toc451779884][bookmark: _Toc326483629]Carriage of Orientation Metadata in an ISO Base Media File Format
Orientation metadata track uses the OrientationMetadataSampleEntry
Sample Entry Type:	‘omse’ 
Container: 	Sample Description Box (‘stsd’)
Mandatory:	No
Quantity:	0 or 1
The orientation metadata sample entry shall contain an OrientationMetadataConfigurationBox, describing orientation metadata that are present in each sample. Each sample is an array of orientation metadata entities, corresponding one for one to the declared position metadata defined in section 4.3. 
class OrientationMetadataSampleEntry() extends MetadataSampleEntry (‘omse’) {
	OrientationMetadataConfigurationBox oricfg;
}
class OrientationMetadataConfigurationBox extends Box(‘ormC’) {
    	unsigned 	int(8)	entity_count;
unsigned int(16)      	entity_size_bytes;
    	for (i=1; i <= entity_count; i++){;      
        	unsigned int(7)		reserved=0;
        	unsigned int(1)		sensor_capability_included;
if (sensor_capability_included == ‘1’)
{
OrientationSensorCapabilityType    orin_cap;
}
   	}
}
Semantics
entity_count specifies the number of orientation metadata entities in each sample 
entity_size_bytes indicates the constant size (in bytes) of orientation metadata entity. 
sensor_capability_included is equal to 1 indicates that sensing capability information associated to the orientation metadata entity, as defined in Section 4.3, is present. 
The Orientation Metadata sample shall use the following syntax.
class OrientationMetadataSample(){
for(i=1; i<= entity_count; i++){
OrientationSensorType 	orientation;
}
}
Semantics : 
orientation includes orientation information as defined in Table 4.6.
8.2  [bookmark: _Toc326483630]Carriage of Timed Metadata in MPEG-2 TS
Since meetadata is carried in MPEG-2 section [8], this section specifies a format for the carriage of timed metdata in MPEG-2 systems. 
Description of which timed metadata access unit is present shall be sent once per event or program and hence is signaled using a descriptor in the Program Map Table. This descriptor shall appear in the elementary stream loop of the PID for which timed metadata is provided.
Dynamic metadata is stored in access units, and, as shown in Table 5.1, these access units are encapsulated in MPEG sections identified by stream_type value.
[bookmark: _Toc451776702]Table 8‑1. Syntax of Timed_Metadata_Access_Unit_section 
	Syntax
	No. bits
	Mnemonic

	Timed_Metadata_Access_Unit_section() {
	
	

		table_ID	
	8
	Uimsbf

		section_syntax_indicator
	1
	bslbf

		private_indicator
	1
	bslbf

		reserved
	2
	bslbf

		private_section_length
	12
	uimsbf

		metadata_access_unit()
	
	

		CRC_32
	32
	rpchof

	}
	
	



Semantics:
metadata_access_unit() - An access unit that contains dynamic metadata associated with video or audio frames. 

8.2.1 [bookmark: _Toc451779886][bookmark: _Toc326483631]Carriage of Position Metadata in MPEG-2 Systems
This section specifies the carriage of position metadata in MPEG-2 systems. It specifies position access unit containing configuration and timing information of position metadata associated with one or more video or audio frames. The description of which position metadata is present in access units is signaled using position metadata descriptor and these position access units are encapsulated in MPEG sections. 
Position Metadata Descriptor
Each position access unit includes one or more position metadata as defined in Section 4.2. The position metadata descriptor describes which position metadata in present in each position access unit as shown in Table 5.2.
[bookmark: _Toc451776703]Table 8‑2. Syntax of Position metadata descriptor
	Syntax
	No. bits
	Mnemonic

	Position_metadata_descriptor() {
	
	

	descriptor_tag
	8
	uimsbf

	descriptor_length
	8
	uimsbf

	entity_count
	8
	uimsbf

	for (i=0; i < entity_count; i++) {
	
	

		entity_size_bytes
	16
	uimsbf

		reserved
	3
	bslbf

		sensor_capability_included
	1
	bslbf

		position_entity_code
	4
	uimsbf

		if(sensor_capability_included == ‘1’)
	
	

		{
	
	

	if (position_entity_code == 1) { 
	
	

	global_position_sensor_cap
	N
	uimsbf

	} else if (position_entity_code == 2) {
	
	

	altitude_sensor_cap
	N
	uimsbf

	} else if (position_entity_code == 3) {
	
	

	position_sensor_cap
	N
	uimsbf

	}
	
	

		}
	
	

	}
	
	



entity_count – specifies the number of position metadata entities in each access unit
entity_size_bytes – indicates the size (in bytes) of each position metadata entity 
position_entity_code – indicates which position metadata is present in each position metadata entity as follows.

	position_entity_code value
	Description

	0
	reserved

	1
	a position metadata entity includes global position information as defined in Table 4.3.  

	2
	a position metadata entity includes altitude information as defined in Table 4.4

	3
	a position metadata entity includes position information as defined in Table 4.5.

	4-15
	reserved



sensor_capability_included – equal to 1 indicates that sensing capability information associated to the position entity is present. According to position_entity_code value, different sensing capability information is present. When position_entity_code is equal to 1, global position sensing capability as defined in Section 4.2.1. When position_entity_code is equal to 2, altitude position sensing capability as defined in Section 4.2.2, and when position_entity_code is equal to 3, position sensing capability as defined in Section 4.2.3.
Carriage of Position Access Units in MPEG-2 sections
Position Access Unit contains configuration of position information, corresponding one for one to the declared position information in Section 4.2, and timing information. Position Access Units carrying dynamic position metadata associated with one or more video/audio frames, i.e., a given position metadata entity can be applicable for multiple video/audio frames for a given PTS interval, until a new position metadata entity is declared. These access units are encapsulated in MPEG sections identified by stream_type value of 0x2F. The syntax for the Position Access Units is provided in Table 5.3.  
Every Position Access Unit shall be a random access point.
NOTE: in order to make processing easier, each Position Access Unit should be contained in a single TS packet.
Editor note: does carrying PTS in an AU make sense if the AU is carried in a PES that already has a PTS ?
[bookmark: _Toc451776704]Table 8‑3. Syntax of Position Access Unit 
	Syntax
	No. bits
	Mnemonic

	Position_Access_Unit() {
	
	

	entity_count
	8
	uimsbf

	for (i=0; i < entity_count; i++) {
	
	

		entity_size_bytes
	16
	uimsbf

		reserved
	4
	bslbf

		position_entity_code
	4
	uimsbf

	‘0010’
	4
	bslbf

	display_in_PTS [32..30]
	3
	uimsbf

	marker_bit
	1
	bslbf

	display_in_PTS [29..15]
	15
	uimsbf

	marker_bit
	1
	bslbf

	display_in_PTS [14..0]
	15
	uimsbf

	marker_bit
	1
	bslbf

	if (position_entity_code == 1) { 
	
	

	global_position_bytes
	N
	uimsbf

	} else if (position_entity_code == 2) {
	
	

	position_bytes
	N
	uimsbf

	} else if (position_entity_code == 3) {
	
	

	altitude_bytes
	N
	uimsbf

	}
	
	

	}
	
	

	}
	
	



entity_count – specifies the number of position metadata entities in each access unit
entity_size_bytes – indicates the size (in bytes) of each position metadata entity 
position_entity_code –indicates which type of position metadata is present in this position metadata entity.
display_in_PTS – This is the 33-bit PTS specified similar to that defined in the PES header and is used with the associated video or audio access unit.
global_position_bytes– includes global position information as defined in Table 4.3.
altitude_bytes – includes altitude information as defined in Table 4.4.
position_bytes – includes position information as defined in Table 4.5.

8.2.2 [bookmark: _Toc451779887][bookmark: _Toc326483632]Carriage of Orientation Metadata in MPEG-2 Systems
This section specifies the carriage of orientation metadata in MPEG-2 systems. It specifies orientation access unit containing dynamic orientation metadata. The description of which orientation metadata is present in access units is signaled using orientation metadata descriptor and these position access units are encapsulated in MPEG sections
Orientation Metadata Descriptor
The Orientation metadata descriptor describes which orientation metadata in present in each Orientation Access Unit. The syntax of Orientation extension descriptor containing static metadata is shown in the Table 5.4.
[bookmark: _Toc451776705]Table 8‑4. Syntax of Orientation metadata descriptor
	Syntax
	No. bits
	Mnemonic

	Orientation_metadata_descriptor() {
	
	

	descriptor_tag
	8
	uimsbf

	descriptor_length
	8
	uimsbf

	entity_count
	8
	uimsbf

	entity_size_bytes
	16
	uimsbf

	for (i=0; i < entity_count; i++) {
	
	

		reserved
	3
	bslbf

		sensor_capability_included
	1
	bslbf

		if(sensor_capability_included == ‘1’)
	
	

		{
	
	

	orientation_sensor_cap
	N
	uimsbf

		}
	
	

	}
	
	



entity_count – specifies the number of orientation metadata entities in each access unit.
entity_size_bytes – indicates the constant size (in bytes) of orientation metadata entity. 
sensor_capability_included – equal to 1 indicates that sensing capability information associated to the orientation metadata entity, as defined in Section 4.3, is present. orientation_sensor_cap – includes sensing capability information associated to the orientation metadata entity defined in Section 4.3.
Carriage of Orientation Metadata Access Units in MPEG-2 sections
Orientation Access Units carrying dynamic orientation metadata, defined in Section 4.3, associated with one or more video/audio frames, i.e., a given orientation metadata entity can be applicable for multiple video/audio frames for a given PTS interval, until a new orientation metadata entity is declared. These access units are encapsulated in MPEG sections identified by stream_type value of 0x2F. The syntax for the Orientation Access Units is provided in Table 5.5.
Every Position Access Unit shall be a random access point.
NOTE: in order to make processing easier, each Position Access Unit should be contained in a single TS packet.
Editor note: does carrying PTS in an AU make sense if the AU is carried in a PES that already has a PTS ?
[bookmark: _Toc451776706]Table 8‑5. Syntax of Orientation Access Unit
	Syntax
	No. bits
	Mnemonic

	Orientation_Access_Unit() {
	
	

	entity_count
	8
	uimsbf

	entity_size_bytes
	16
	uimsbf

	for (i=0; i < entity_count; i++) {
	
	

		reserved
	4
	bslbf

	‘0010’
	4
	bslbf

	display_in_PTS [32..30]
	3
	uimsbf

	marker_bit
	1
	bslbf

	display_in_PTS [29..15]
	15
	uimsbf

	marker_bit
	1
	bslbf

	display_in_PTS [14..0]
	15
	uimsbf

	marker_bit
	1
	bslbf

	orientation_bytes
	N
	uimsbf

	}
	
	

	}
	
	



entity_count – specifies the number of position metadata entities in each access unit
entity_size_bytes – indicates the size (in bytes) of each orientation metadata entity 
display_in_PTS – This is the 33-bit PTS specified similar to that defined in the PES header and is used with the associated video or audio access unit.
global_position_bytes– includes orientation information as defined in Table 4.6.
8.3  [bookmark: _Toc326483633]MMTP
Editor note: Future section
8.4  [bookmark: _Toc326483634]DASH
Editor note: Future section
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