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Abstract
This document defines common test conditions and software reference configurations to be used in the context of core experiments (CE) conducted in the AhG for HDR/WCG Video Coding Experiments. These common test conditions are also recommended for use in technical contributions to the 114th MPEG meeting, if applicable.
Introduction
Common test conditions (CTC) are desirable to conduct experiments in a well-defined environment and ease the comparison of the outcome of experiments. This document defines the CTC for the HDR/WCG Video Coding Experiments. Input contributions should provide a set of results as complete as possible that apply to the proposal. Results should be reported using the attached Excel sheets.
The following sections define test sequences, quantization parameter values, encoder configuration files, and the pre- and post-processing options to be used.
Test material 
File Exchange Formats 
The filenames are specified as follows: 
Name_Resolution_Fps_Format_ContentPrimaries_ContainerPrimaries_ChromaFormat_xxx.yyy
with
· Name: 	sequence name 
· Resolution: 	picture size (e.g. 1920x1080p)
· Fps: 	frame rate in frames per second
· Format: 	format of the samples (e.g. ff for 32-bit floating point, hf for half-float 16-bit floating point, 10 for 10-bit integer)
· Content primaries: 	colour primaries of the colour volume of the content, e.g. ITU-R Recommendations BT.709 and BT.2020, SMPTE ST 428-1:2006 P3 with D65 white point (P3D65)
· Container primaries:	colour primaries of the container (when different from the content primaries), e.g. ITU-R Recommendations BT.709 and BT.2020, SMPTE ST 428-1:2006 P3 with D65 white point (P3D65)
· Chroma format:	e.g. 4:2:0, 4:2:2, or 4:4:4 (when applicable; for instance TIFF format involves 4:4:4 interleaved)
· xxx: 	frame number (when applicable)
· yyy:	exr, tif, tiff or yuv

Test sequences 
All the test sequences have the following characteristics:
· Resolution: 1920x1080 progressive
· Colour format: RGB 4:4:4 
· Container: BT.2020 or P3D65 depending on the content
The test sequences considered for the evaluation tests are listed in Table 1. 
[bookmark: _Ref433319912]Table 1: HDR test sequences.
	Class
	seq 
	gamut 
	TF
	Sequence name
	fps
	Frames 

	A
	S00
	BT.709
	Linear
	FireEater2Clip4000r1_1920x1080p_25_hf_709_ct2020_444_xxx.exr 
	25
	0-199

	
	S02
	BT.709
	Linear
	Market3Clip4000r2_1920x1080p_50_hf_709_ct2020_444_xxx.exr
	50
	0-399

	B
	S04
	P3D65
	PQ12b
	BikeSparklersClip4000_1920x1080p_24_12_P3_ct2020_xxx.tif 1
	24
	23-128 + 
216-340

	C
	S05
	P3D65
	PQ12b
	ShowGirl2TeaserClip4000_1920x1080p_25_12_P3_ct2020_xxx.tif
	25
	0-338

	D
	S06
	P3D65
	PQ12b
	StEM_MagicHour_1920x1080p_24_12_P3_xxx.tif 2
	24
	3527 to 3608 + 3609 to 3803 + 3804 to 3887

	
	S07
	P3D65
	PQ12b
	StEM_WarmNight_1920x1080p_24_12_P3_xxx.tif 2
	24
	6280 to 6481 + 6482 to 6640

	G
	S08
	BT.709
	Linear
	BalloonFestival_1920x1080p_24_hf_709_ct2020_444_xxx.exr
	24
	0-239

	H
	S10
	BT.709
	Linear
	EBU_04_Hurdles_1920x1080p_25_hf_709_ct2020_444_xxx.exr
	100
	0-499

	
	S11
	BT.709
	Linear
	EBU_06_Starting_1920x1080p_25_hf_709_ct2020_444_xxx.exr
	100
	0-499

	A
	S12
	BT.709
	Linear
	Sunrise_1920x1080p_25_hf_709_ct2020_444_xxx.exr
	25
	0-199

	B
	S13
	P3D65
	PQ12b
	GarageExit_1920x1080p_24_12_P3_ct2020_xxx.tif
	24
	0-287


1 for BikeSparklers, only 1st and 3rd cuts are kept ([023-128] + [216-340])
2 for StEM sequences, the successive cuts of S06 and S07 are considered
Material originally in a P3D65 container will be evaluated after direct conversion into a BT.2020 container, as specified in section 4.4.2.2.
Notes: 
· StEM (S06, S07) and ShowGirl2Teaser (S05) sequences use letter box. Cropping is required for derivation of objective metrics. 
· For StEM, the objective metrics have to be computed in cropping window delimited by pixels (column=0, row=140) to (column=1919, row=939). 
· For ShowGirl2Teaser, the objective metrics have to be computed in cropping window delimited by pixels (column=10, row=10) to  (column=1909, row=1069). 
Metrics configuration files HDRMetric_CfE_ShowGirl.cfg and HDRMetric_CfE_StEM.cfg are provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package.
· TIFF sequences have to be converted to Y’CbCr 4:2:0 10b format before encoding, as described in section 4.4.2.2.

Comments:
Sequences with cuts/fading
· BikeSparklers : only 1st and 3rd cuts are kept ([023-128] + [216-340])
· Sequences with cuts are coded with constant qp
· Bitrate for each cut is provided and has to be matched by proposals
· Viewing and objective metrics done on the complete re-concatenated sequences
 Timeline
· From oct 26 to Nov 10, 2015 – checking of selected bitrates by reflector discussions + decision if we keep both StEM sequences or not
· Nov 10, 2015 - selected bitrates frozen
· Anchors generation
· Nov 15, 2015 – delivery of intermediate anchors (Jacob Ström) to xyz reflector, with  current metrics
· Dec 6, 2015 – update of intermediate anchors (Jacob Ström) to xyz reflector, with current metrics
· Jan 12-13, 2016 – viewing of the intermediate anchors in Face-2-Face meeting
· Jan 13, 2016 – anchor software available; new metrics as decided in CE3
 Will be used; Jacob Ström takes in charge the generation of anchors with the corresponding metrics excel file and md5 sums excel file.
· Samsung, ETRI, DLB will cross-check 
· Jan 20, 2016 – delivery of final set of anchors to xyz reflector
· Feb 2016 meeting – viewing of the anchors in San Diego meeting
Anchors coding Conditions 
Random Access (RA) coding constraint conditions shall be used, defined as follows.
A structural delay of processing units not larger than 8-picture "groups of pictures (GOPs)" (e.g., dyadic hierarchical B usage with 4 levels). Random access intervals of 1.1 seconds or less will be used (Intra random access pictures, corresponding to the parameter ‘IntraPeriod’ in the HM or SHM configuration files,  are introduced into the bit stream every 24, 24, 32, and 48 pictures for 24 fps, 25 fps, 30 fps, and 50 fps sequences, respectively). The parameter ‘IntraPeriod’ must be set accordingly in the configuration file based on the frame rate of each considered sequence.
For sequences S10 and S11, even if the frame rate of the source content is 100, the parameter ‘IntraPeriod’ must be set to 48, and the sequences are displayed (when possible) at 50 fps.

Bitrates
Anchors are generated according to the process described in section 4.2. The bitstreams are generated based on the HEVC Main 10 Profile, using BT.2020 colour primaries and NCL Y’CbCr colour space conversion, the ST 2084 Transfer Function, fixed QP values, that produce the overall rates of Table 2. 
Bitstreams provided by CEs proponents must not exceed the exact bit rates achieved by the anchors. For sequences with scene cuts (S04, S06, S07), the sequence is first split in separate sub-sequences. For a given rate Ri (i=1..4), each sub-sequence is coded with the same QP, and the bitrate for each sub-sequence is considered. Proponents must perform independent encoding of each sub-sequence with bitrate targets given in Table 2.
These exact bit rates are provided in the attached document CE_rates_metrics_template_20151110.xls, in the worksheet ‘CT.2020’. Md5 sums for the different files are also provided in attached document CE_md5sum_20151110.xlsx.

Comments: 
· Indicated bitrates are not final ones. Indicative bitrates will be provided by November 10. The final target bitrates and the file CE_anchors_template.xls will be provided by Jan 20, 2016.
· The two final spreadsheets CE_rates_metrics_template_20160120.xls and CE_md5sum_20160120.xlsx, for bitrates, metrics and md5 sums, will be provided by Jan 20, 2016. 
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Table 2: Target rate points for HDR anchors (kbits/s) not to be exceeded.
	Class
	Seq
	Relative frame number
	Sequence name 
	Coding Frame rate
	Intra period
	Rate 1
	Rate 2
	Rate 3
	Rate 4

	A
	S00
	0-199
	FireEater2
	25
	24
	1929
	1291
	852
	560

	
	S02
	0-399
	Market3
	50
	48
	7896
	2721
	1753
	1300

	B
	S04
	0-230
	BikeSparklers1
	24
	24
	
	
	
	

	
	S04 cut1
	0-105
	
	24
	24
	5491
	3999
	1976
	1105

	
	S04 cut2
	106-230
	
	24
	24
	4977
	3707
	1887
	1072

	C
	S05
	0-338
	ShowGirl2Teaser
	25
	24
	3313
	1675
	998
	596

	D
	S06
	0-360
	StEM_MagicHour2
	24
	24
	
	
	
	

	
	S06 cut1
	0-81
	
	24
	24
	2228
	1248
	677
	423

	
	S06 cut2
	82-276
	
	24
	24
	6019
	3406
	1779
	1072

	
	S06 cut3
	277-360
	
	24
	24
	3895
	2206
	1169
	723

	
	S07
	0-360
	StEM_WarmNight3
	24
	24
	
	
	
	

	
	S07 cut1
	0-201
	
	24
	24
	3010
	1619
	942
	554

	
	S07 cut2
	202-360
	
	24
	24
	1665
	977
	616
	389

	G
	S08
	0-239
	BalloonFestival
	24
	24
	3837
	2271
	1572
	1238

	H
	S10
	0-499
	EBU_04_Hurdles
	50
	48
	6350
	3525
	1772
	1089

	
	S11
	0-499
	EBU_06_Starting
	50
	48
	2682
	1580
	881
	556

	A
	S12
	0-199
	Sunrise
	25
	24
	2035
	1039
	555
	309

	B
	S13
	0-287
	Garage exit
	24
	24
	2366
	1383
	734
	451


1 only 1st and 3rd cuts of original clip used – bitrates of S04 are concatenated bitrates of S04 cut1 and cut2
2  bitrates of S06 are concatenated bitrates of S06 cut1, cut2 and cut 3
3  bitrates of S07 are concatenated bitrates of S07 cut1 and cut 2

Test Procedures 
HDR anchors are compressed at the bit rates specified in Table 2 using HEVC Main 10 Profile.  The HM16.7 software, updated according to the CE1 recommendations, and delivered to CE1 participants by Oct. 30, 2015, shall be used to generate the bit streams. Fig. 1 shows the end-to-end coding and decoding chain used in generating HDR anchors and evaluating visual quality.

[image: ]
Fig. 1. End to end coding and decoding chain.
Proponents are required to submit bit streams at bit rates that do not exceed those indicated in Table 2.
Objective visual quality evaluations
Comparisons will be made using objective measurement(s) from the decoded video provided by all proponents. The objective measurements will be made between the points EE’ at various bit rates. 
Proponents are required to complete the two spreadsheets attached with this document. The first spreadsheet shall contain bit rate and objective measurement values for each test point. The second spreadsheet shall contain the md5sums related to the proposal response.
For sequences with cuts, as mentioned in section 3, the encoding is performed on each cut (sub-sequence). Metrics are computed on the complete sequence obtained by re-concatenating the sub-sequences. The viewing is also done with the re-concatenated sequences.

Subjective visual quality evaluation
Formal viewing tests (at point F’ in Fig. 1) will be performed.
Anchor generation process
Conversion software HDRConvert
The different conversions required in the generation of anchors are done using the HDRConvert tool from the HDRTools software package, tag 0.10. This tool is accessible at the following location using the most recent MPEG meeting login/password credentials:
http://wg11.sc29.org/svn/repos/Explorations/XYZ/HDRTools/tags/0.10
Comment: version of HDRTools will be updated once anchors software update is available (Jan 13, 2016).
[bookmark: _Ref386356242]HDR Anchor generation process
The HDR anchors are based on the HEVC Main 10 profile, which implies encodings using 4:2:0 subsampling and 10 bits per channel. The Y’CbCr colour space shall be used. 
The encoding is performed with HM16.7, configured in 4:2:0 with the following settings:
· The macro RExt__HIGH_BIT_DEPTH_SUPPORT is set to 1, which results in
· FULL_NBIT set to 1
· RExt__HIGH_PRECISION_FORWARD_TRANSFORM set to 1
· Using Random Access (RA) configuration from HEVC common test conditions.
[bookmark: _Ref401889372]Example configuration files encoder_randomaccess_main10_classAGH_vui.cfg and encoder_randomaccess_main10_classBCD_vui.cfg are provided in attachment.

Conversion process
[bookmark: _Ref412139820]RGB linear-light format with BT.709 or BT.2020 primaries for HDR anchor
If the input is in a half float 4:4:4 RGB linear-light format (e.g. OpenEXR), the bit streams shall be generated using the coding / decoding chain illustrated in figure 2.
The conversion to 4:2:0 10 bits Y’CbCr is obtained with the HDRConvert tool using one of the configuration files provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package, namely HDRConvertEXR709ToYCbCr420.cfg or HDRConvertEXR2020ToYCbCr420.cfg, depending on the content container primaries (BT.709 or BT.2020). It consists of the following steps:
· Convert half precision floating point data to single precision floating point data (not illustrated).
· Map using the PQ transfer function (PQ-TF) from RGB (float) to R’G’B’ (float) by invoking Section 4.6.1. 
· Convert from R’G’B’ (float) to Y’CbCr by invoking section 4.6.2 if the sequence is in BT.709 container, or section 4.6.3 if the sequence is in BT.2020 container.
· Quantize from Y’CbCr (float) into DY’DCbDCr (10bit) by invoking Section 4.7, with BitDepthY and BitDepthC set to 10.
· Downsample both chroma components from 4:4:4 DY’DCbDCr (10bit) to 4:2:0 DY’DCbDCr (10bit) by invoking Section 4.8.
Note: 	Dxx stands for Digitized version of signal xx. R'G'B' or Y'CbCr stands for normalized value within [0,1].
The reverse conversion is obtained with the HDRConvert tool using one of the configuration files provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package, i.e. HDRConvertYCbCr420ToEXR709.cfg or HDRConvertYCbCr420ToEXR2020.cfg, depending on the content container primaries (BT.709 or BT.2020). The process consists of the following steps:
· Upsample both chroma components from 4:2:0 DY’DCbDCr (10bit) to 4:4:4 DY’DCbDCr (10bit) by invoking Section 4.9.
· Inverse quantize from DY’DCbDCr (10bit) into Y’CbCr (float) by invoking section 4.10, with BitDepthY and BitDepthC set to 10.
· Convert from Y’CbCr (float) to R’G’B’ (float) by invoking section 4.11.1 if the sequence is in a BT.709 container, or section 4.11.2 if the sequence is in a BT.2020 container.
· Inverse map using the inverse PQ-TF from R’G’B’ (float) to RGB (float) by invoking Section 4.11.3.
· Convert, if needed, the data from single precision floating point numbers to half precision floating point numbers using appropriate rounding operations (not illustrated).



[bookmark: _Ref412192296]Figure 2: Simplified encoding / decoding chains when input HDR video is RGB linear light.

[bookmark: _Ref401889374][bookmark: _Ref408849864][bookmark: OLE_LINK97][bookmark: OLE_LINK98][bookmark: OLE_LINK99][bookmark: OLE_LINK76][bookmark: OLE_LINK77]Input 4:4:4 DR’DG’DB’ PQ-TF 12bit for HDR Anchor
If the input is using a 4:4:4 PQ-TF 12bit DR’DG’DB’ format, the bit streams shall be generated using the coding / decoding chain illustrated in Figure .
[bookmark: OLE_LINK14][bookmark: OLE_LINK15]Input 4:4:4 DR’DG’DB’ PQ-TF 12bit in BT. 2020 container
[bookmark: OLE_LINK27][bookmark: OLE_LINK28][bookmark: OLE_LINK29][bookmark: OLE_LINK22][bookmark: OLE_LINK23][bookmark: OLE_LINK24][bookmark: OLE_LINK72][bookmark: OLE_LINK73][bookmark: OLE_LINK25][bookmark: OLE_LINK26][bookmark: OLE_LINK6][bookmark: OLE_LINK7][bookmark: OLE_LINK8]The conversion to 4:2:0 10 bits Y’CbCr is obtained with the HDRConvert tool using one of the configuration files provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package, namely HDRConvertBT2020TiffToYCbCr420.cfg, to convert to Y'CbCr. 
The process consists of the following steps:
· [bookmark: OLE_LINK4][bookmark: OLE_LINK5]Convert from 12bit DR’DG’DB’ into normalized R’G’B’ by invoking section 4.13.1.
· [bookmark: OLE_LINK30][bookmark: OLE_LINK31]Convert from R’G’B’ (BT. 2020) to Y’CbCr by invoking section 4.6.3.
· Quantize from Y’CbCr (float) into DY’DCbDCr (10bit) by invoking Section 4.7, with BitDepthY and BitDepthC set to 10.
· Downsample both chroma components from 4:4:4 DY’DCbDCr (10bit) to 4:2:0 DY’DCbDCr (10bit) by invoking Section 4.8.
The reverse conversion is obtained by applying the following steps and the output is DR’DG’DB’ PQ-TF 12b in BT. 2020 container. It can be obtained with the HDRConvert tool using one of the configuration files provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package, namely HDRConvertYCbCr420ToBT2020Tiff.cfg. 
· Upsample both chroma components from 4:2:0 DY’DCbDCr (10bit) to 4:4:4 DY’DCbDCr (10bit) by invoking Section 4.9.
· Inverse quantize from DY’DCbDCr (10bit) into Y’CbCr (float) by invoking section 4.10, with BitDepthY and BitDepthC set to 10.
· Convert from Y’CbCr (float) to R’G’B’ (float) (BT. 2020) by invoking section 4.11.2.
· Quantize normalized R'G'B' into 12bit DR’DG’DB’ in BT.2020 container by invoking section 4.13.2.


[bookmark: _Ref412193366]Figure 3: Simplified encoding / decoding chains when 
the input HDR video is in 4:4:4 R'G'B' PQ-TF 12bit.
[bookmark: _Ref276911833][bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: _Ref402510188][bookmark: OLE_LINK12][bookmark: OLE_LINK13]Input 4:4:4 DR’DG’DB’ PQ-TF 12bit in P3D65 container
The conversion to 4:2:0 10 bits Y’CbCr is obtained with the HDRConvert tool using one of the configuration files provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package, namely HDRConvertP3D65TiffToYCbCr420.cfg to convert to Y'CbCr. It consists of the following steps:
· Convert from PQ-TF P3D65 12bit DR’DG’DB’ into normalized R’G’B’ by invoking section 4.13.1.
· Convert R’G’B’ PQ-TF P3D65 to RGB P3D65 by invoking section 4.11.3.
· Convert from RGB P3D65 to RGB BT.2020 by invoking section 4.12.4. 
· Convert from RGB BT.2020 to R'G'B' PQ-TF BT.2020 by invoking section 4.6.1.
· Convert from R’G’B’ (BT. 2020) to Y’CbCr by invoking section 4.6.3.
· Quantize from Y’CbCr (float) into DY’DCbDCr (10bit) by invoking Section 4.7, with BitDepthY and BitDepthC set to 10.
· Downsample both chroma components from 4:4:4 DY’DCbDCr (10bit) to 4:2:0 DY’DCbDCr (10bit) by invoking Section 4.8.

Colour space conversion from RGB to XYZ 
[bookmark: _Ref386356152]RGB with BT.709 primaries to XYZ
· X = 0.412391 * R + 0.357584 * G + 0.180481 * B
· Y = 0.212639 * R + 0.715169 * G + 0.072192 * B
· Z = 0.019331 * R + 0.119195 * G + 0.950532 * B

[bookmark: _Ref386356162]RGB with BT.2020 primaries to XYZ 
· [bookmark: OLE_LINK20][bookmark: OLE_LINK21]X = 0.636958 * R + 0.144617 * G + 0.168881 * B
· Y = 0.262700 * R + 0.677998 * G + 0.059302 * B
· Z = 0.000000 * R + 0.028073 * G + 1.060985 * B

Colour transformation from RGB to Y’CbCr
[bookmark: _Ref386355856]Conversion from RGB to R’G’B’ 
· R’ = PQ_TF(max(0, min(R/10000,1)) )
· G’ = PQ_TF(max(0, min(G/10000,1)) )
· B’ = PQ_TF(max(0, min(B/10000,1)) )
with		
			
			
			
			
			

[bookmark: _Ref386355989]R’G’B’ with BT.709 primaries to Y’CbCr
The ITU-R BT.709 standard specifies the following conversion process from R’G’B’ to Y’CbCr (non-constant luminance representation):
· Y’ = 0.2126 * R’ + 0.7152 * G’ + 0.0722 * B’
· 
· 
The above can also be implemented using the following approximate conversion that avoids the division for the Cb and Cr components: 
· Y’ =  0.212600 * R’ + 0.715200 * G’ + 0.072200 * B’
· Cb = -0.114572 * R’ - 0.385428 * G’ + 0.500000 * B’
· Cr =  0.500000 * R’ - 0.454153 * G’ - 0.045847 * B’
The above method, without division, is the method recommended to use for participation in this activity and for the generation of the current test anchors.

[bookmark: _Ref386355873]R’G’B' with BT.2020 primaries to Y’CbCr 
The ITU-R BT.2020 standard specifies the following conversion process from R’G’B’ to Y’CbCr (non-constant luminance representation):
· Y’ = 0.2627 * R’ + 0.6780 * G’ + 0.0593 * B’
· 
· 
[bookmark: _Ref394913661]The above can also be implemented using the following approximate conversion that avoids the division for the Cb and Cr components: 
· Y’ =  0.262700 * R’ + 0.678000 * G’ + 0.059300 * B’
· Cb = -0.139630 * R’ - 0.360370 * G’ + 0.500000 * B’
· Cr =  0.500000 * R’ - 0.459786 * G’ - 0.040214 * B’
The above method, without division, is the method recommended to use for participation in this activity and for the generation of the current test anchors.
[bookmark: _Ref401866214]Quantization from Y’CbCr into DY’DCbDCr
This process quantizes the input Y’CbCr signal into a signal of bit-depth BitDepthY for the Y component and BitDepthC for the chroma components (Cb, Cr).
· 
· 
· 
with
	Round( x ) = Sign( x ) * Floor( Abs( x ) + 0.5 )
Sign ( x ) = -1 if x < 0, 0 if x=0, 1 if x > 0
	Floor( x )	the largest integer less than or equal to x
	Abs( x ) = x if x>=0, -x if x<0
Clip1Y( x ) = Clip3( 0, ( 1  <<  BitDepthY ) − 1, x )
Clip1C( x ) = Clip3( 0, ( 1  <<  BitDepthC ) − 1, x )
Clip3( x,y,z ) = x if z<x, y if z>y, z otherwise

[bookmark: _Ref386355884]Chroma downsampling from 4:4:4 to 4:2:0
The chroma samples alignment is as follows:


	Phase k
	Coefs  c1[k]
4:4:4  4:2:2
(phase=0)
	Coefs c2[k]
4:2:2  4:2:0
(phase=0.5)

	-1
	1
	0

	0
	6
	4

	1
	1
	4



· Define shift = 6 and offset = 32.
· Let H and W be the input picture height and width in chroma samples. For i = 0..H-1, j = 0..W/2-1, the intermediate samples f[ i ][ j ] are derived from the input samples s[ i ][ j ] as follows:

with	Clip3( x,y,z ) = x if z<x, y if z>y, z otherwise

· For i = 0..H/2-1, j = 0..W/2-1, the output samples r[ i ][ j ] are derived from the intermediate samples f[ i ][ j ] as follows:


Comment: new filters could be used following first anchors generation steps

[bookmark: _Ref394915308]Chroma upsampling from 4:2:0 to 4:4:4 (Y’CbCr domain)
The upsampling filter used is the same for both horizontal and vertical processes. First, vertical filtering is applied on the 4:2:0 picture, then horizontal filtering.
Filter coefficients values are as follows:   
	Phase
	-2
	-1
	0
	1

	Coef c[k]
	-4
	36
	36
	-4

	Coef d0[k]
	-2
	16
	54
	-4

	Coef d1[k]
	-4
	54
	16
	-2



Define shift1 = 6, offset1 = 32, shift2 = 12, offset2 = 2048.
Let H and W be the input picture height and width in chroma samples. For i = 0..H-1, j = 0..W-1, the intermediate samples f[ i ][ j ] are derived from the input samples s[ i ][ j ] as follows:


For i = 0..2*H-1, j = 0..W-1, the output samples r[ i ][ j ] are derived from the intermediate  samples f[ i ][ j ] as follows:



Comment: new filters could be used following first anchors generation steps
[bookmark: _GoBack]
[bookmark: _Ref389555540]Inverse Quantization from DY’ DCbDCr  into Y’CbCr
This process dequantizes the input signal represented on BitDepthY bits for the Y component and BitDepthC bits for the chroma components (Cb, Cr) into a (float) signal Y’CbCr.
· 
· 
· 

with	
ClipY’ (x) = Clip3 ( 0, 1.0, x)
	ClipC (x) = Clip3 ( -0.5, 0.5, x)
	Clip3( x,y,z ) = x if z<x, y if z>y, z otherwise

Colour transformation from Y’CbCr to RGB
[bookmark: _Ref389553752]Y’CbCr to R’G’B’ with BT.709 primaries 
· R’ = clipRGB(Y’ + 1.57480 * Cr)
· G’ = clipRGB(Y’ – 0.18733 * Cb – 0.46813 * Cr)
· B’ = clipRGB(Y’ + 1.85563 * Cb)

[bookmark: _Ref389555755]Y'CbCr to R’G’B' with BT.2020 primaries 
· R’ = clipRGB(Y’ + 1.47460 * Cr)
· G’ = clipRGB(Y’ – 0.16455 * Cb – 0.57135 * Cr)
· B’ = clipRGB(Y’ + 1.88140 * Cb)

[bookmark: OLE_LINK109][bookmark: OLE_LINK110]with clipRGB( x ) = Clip3( 0, 1, x )
Clip3( x,y,z ) = x if z<x, y if z>y, z otherwise

[bookmark: _Ref389553829][bookmark: OLE_LINK16][bookmark: OLE_LINK17][bookmark: OLE_LINK18][bookmark: OLE_LINK19]Conversion from R’G’B’ to RGB
· R = 10000*inversePQ_TF(R’)
· G = 10000*inversePQ_TF(G’)
· B = 10000*inversePQ_TF(B’)
with  

Colour space container conversion 
This section describes the process of converting RGB samples encoded in and limited by one particular colour space, e.g. ITU-R Recommendation BT.709, BT.2020, or P3D65, into another RGB colour space specified with different primaries. We are particularly interested in the conversion of RGB BT.709 as well as RGB P3D65 samples into RGB BT.2020 samples and vice versa.
RGB conversion: from BT.2020 to BT.709 
It is essential when displaying data on a display that can only operate with BT.709 primaries to appropriately convert them in that space before display. To do so, this can be done using either a two-step conversion process, from the current colour space of the data (i.e. ITU-R BT.2020) to XYZ, followed by a subsequent conversion to BT.709, or using a single step process. In particular, the two-step conversion process can be applied as follows:
· Conversion from R2020G2020B2020 to XYZ: 
· X = 0.636958 * R2020 + 0.144617 * G2020 + 0.168881 * B2020
· Y = 0.262700 * R2020 + 0.677998 * G2020 + 0.059302 * B2020
· Z = 0.000000 * R2020 + 0.028073 * G2020 + 1.060985 * B2020

· Conversion from XYZ to R709G709B709 (BT.709): 
· [bookmark: OLE_LINK78]R709 = clipRGB( 3.240970 * X - 1.537383 * Y - 0.498611 * Z )
· G709 = clipRGB( -0.969244 * X + 1.875968 * Y + 0.041555 * Z )
· B709 = clipRGB( 0.055630 * X - 0.203977 * Y + 1.056972 * Z )
The above could be converted into a single step by combining the two matrix conversions above into a single matrix. This would result in the following, high precision matrix conversion:
· R709 = clipRGB(	1.660490254890140 * R2020 
	- 0.587638564717282 * G2020 - 0.072851975229213 * B2020 )
· G709 = clipRGB(	-0.124550248621850 * R2020 
	+ 1.132898753013895 * G2020 - 0.008347895599309 * B2020 )
· B709 = clipRGB(	-0.018151059958635 * R2020 
	- 0.100578696221493 * G2020 + 1.118729865913540 * B2020 )
We currently would recommend the single step approach, as above, for the conversion of RGB BT.2020 material to RGB BT.709.

RGB conversion: from P3D65 to BT.709 
This conversion can be done using either a two-step conversion process, from the current colour space of the data (i.e. P3D65) to XYZ, followed by a subsequent conversion to BT.709, or using a single step process. In particular, the two-step conversion process can be applied as follows:
· Conversion from RP3GP3BP3 (P3D65) to XYZ:
· X = 0.486571 * RP3 + 0.265668 * GP3 + 0.198217 * BP3
· Y = 0.228975 * RP3 + 0.691739 * GP3 + 0.079287 * BP3
· Z = 0.000000 * RP3 + 0.045113 * GP3 + 1.043944 * BP3

· Conversion from XYZ to R709G709B709 (BT.709):
· R709 = clipRGB( 3.240970 * X - 1.537383 * Y - 0.498611 * Z )
· G709 = clipRGB( -0.969244 * X + 1.875968 * Y + 0.041555 * Z )
· B709 = clipRGB( 0.055630 * X - 0.203977 * Y + 1.056972 * Z )
The above could be converted into a single step by combining the two matrix conversions above into a single matrix. This would result in the following, high precision matrix conversion:
· R709 = clipRGB(	1.224939741445000 * RP3
	- 0.224939599120000 * GP3 - 0.000001097215000 * BP3 )
· G709 = clipRGB(	-0.042056249524000 * RP3
	+ 1.042057784075000 * GP3 - 0.000000329788000 * BP3 )
· B709 = clipRGB(	-0.019637688845000 * RP3
	- 0.078636557327000 * GP3 + 1.098273664879000 * BP3 )
We currently would recommend the single step approach, as above, for the conversion of RGB P3D65 material to RGB BT.709.

RGB conversion: from BT.709 to BT.2020 
The process to convert RGB BT.709 samples to RGB BT.2020 samples is very similar to the process performed earlier for the inverse conversion. A two-step conversion involves first applying the RGB BT.709 to XYZ conversion process, followed by a conversion from XYZ to RGB BT.2020 using the appropriate conversion matrices. In particular, this is done as follows:
· Conversion from R709G709B709 (BT.709) to XYZ
· X = 0.412391 * R709 + 0.357584 * G709 + 0.180481 * B709
· Y = 0.212639 * R709 + 0.715169 * G709 + 0.072192 * B709
· Z = 0.019331 * R709 + 0.119195 * G709 + 0.950532 * B709

· Conversion from XYZ to R2020G2020B2020 (BT.2020)
· R2020 = clipRGB( 1.716651 * X – 0.355671 * Y - 0.253366 * Z )
· G2020 = clipRGB( -0.666684 * X + 1.616481 * Y + 0.015768 * Z )
· B2020 = clipRGB( 0.017640 * X - 0.042771 * Y + 0.942103 * Z )
Similarly, the single step and recommended method is as follows:
· R2020 = clipRGB( 0.627404078626 * R709 + 0.329282097415 * G709 + 0.043313797587 * B709 )
· G2020 = clipRGB( 0.069097233123 * R709 + 0.919541035593 * G709 + 0.011361189924 * B709 )
· B2020 = clipRGB( 0.016391587664 * R709 + 0.088013255546 * G709 + 0.895595009604 * B709 )

[bookmark: _Ref401870750]RGB conversion: from P3D65 to BT.2020 
The conversion process to convert RGB P3D65 samples to RGB BT.2020 is very similar to the one described in the previous section. Again, this could be done using either a two-step or a single‑step method. The two-step method is as follows:
· Conversion from RP3GP3BP3 (P3D65) to XYZ:
· X = 0.486571 * RP3 + 0.265668 * GP3 + 0.198217 * BP3
· Y = 0.228975 * RP3 + 0.691739 * GP3 + 0.079287 * BP3
· Z = 0.000000 * RP3 + 0.045113 * GP3 + 1.043944 * BP3

· Conversion from XYZ to R2020G2020B2020 (BT.2020):
· R2020 = clipRGB( 1.716651 * X – 0.355671 * Y - 0.253366 * Z )
· G2020 = clipRGB( -0.666684 * X + 1.616481 * Y + 0.015768 * Z )
· B2020 = clipRGB( 0.017640 * X - 0.042771 * Y + 0.942103 * Z )
Similarly, the single step and recommended method is as follows:
· R2020 = clipRGB( 0.753832826496 * RP3 + 0.198597635641 * GP3 + 0.047569409186 * BP3 )
· G2020 = clipRGB( 0.045744636411 * RP3 + 0.941777687331 * GP3 + 0.012478735611 * BP3 )
· B2020 = clipRGB( -0.001210377285 * RP3 + 0.017601107390 * GP3 + 0.983608137835 * BP3 )

[bookmark: OLE_LINK64][bookmark: OLE_LINK65]HDR TIFF Input files
[bookmark: OLE_LINK69][bookmark: OLE_LINK70]HDR files provided in TIFF format use a 12 bit non-linearly quantized (using PQ) RGB signal representation. The data are provided using the SDI data range (code values from 16 up to 4076) and may use either the BT.2020 or P3D65 RGB colour space. Converting back and forth from non-linear quantized data to non-linear normalized data is specified in the following sections:
[bookmark: OLE_LINK66][bookmark: OLE_LINK67][bookmark: OLE_LINK68]Note: The 12 bit R'G'B' data is contained in 16 bit tiff container and the 12 most significant bits are used. 
[bookmark: _Ref392669181][bookmark: _Ref402509152][bookmark: OLE_LINK59][bookmark: OLE_LINK60]Inverse Quantization from 12bit DR’DG’DB’ into normalized PQ R’G’B’
The inverse quantization from 12bit DR’DG’DB’ into normalized R’G’B’ for PQ is achieved as follows:
· C’ = (DC’ – range_low) / (range_high - range_low) where C’ = R’, G’, B’
with range_low = 16 and range_high = 4076  

[bookmark: _Ref392669109][bookmark: _Ref402510121]Quantization from normalized R’G’B’ into 12bit PQ DR’DG’DB’
The quantization from normalized R’G’B’ to 12bit DR’DG’DB’ for PQ is achieved as follows:
· DC’  = Round((C’ + range_low) * (range_high - range_low)) where C’ = R’, G’, B’
with range_low = 16 and range_high = 4076
Attached files 
· Template for objective metrics reporting:  	CE_rates_metrics_template_20151110.xls
· Template for md5sums reporting: 	CE_md5sum_20151110.xlsx
· Encoding configuration files:
· encoder_randomaccess_main10_classAGH_vui.cfg
· encoder_randomaccess_main10_classBCD_vui.cfg

Annex A 
Access and copyright conditions statements for test sequences
Access to test sequences 
Access information to sequences from classes A, A’ and G, AA and GG can be obtained from Edouard Francois (edouard.francois@technicolor.com).
Access information to sequence from classes B and BB can be obtained from Walt Husak (WJH@dolby.com). 
Access information to sequences from classes C and CC can be obtained from Jan Fröhlich (jan@fr.oehli.ch).
Sequences from classes D and DD are clips extracted from content in its complete version. Details to access this content can be found at http://www.dcimovies.com/2014_StEM_Access/. Special care has to be made about the copyright license. The proponents are invited to perform on their own clips extraction from the complete content. 
Copyright conditions statements for test sequences 
Classes A sequences:
This video content (“Content”) may only be used for the purpose of developing, testing and promulgating technology standards developed by the MPEG, VCEG or JCTVC standardization groups (“Purpose”), under Technicolor R&D France SNC (“Technicolor”) owned or controlled copyrights, by individual(s) or organization(s) that participates, contributes or is part of such standardization groups (“User(s)”).

RESTRICTIONS: No license whatsoever is implied except from this expressed limited personal, non-sublicensable, non-transferrable authorization. In particular no right under any patent of Technicolor or its affiliates is granted. Any other use is strictly prohibited. This Content cannot be distributed or otherwise disposed of or made available (via internet or otherwise), broadcasted, disclosed to third parties (except to other User(s) who agreed with the present terms and conditions), used for providing any services to third parties or for any commercial use, nor copied (except as technically necessary for the Purpose), modified, adapted, translated, exchanged, publicly performed (even for demonstration or educational purposes), integrated, without limitation. This Content and all intellectual property rights, titles and interests therein, are and remain the exclusive property of Technicolor or its affiliates. 

NO WARRANTY: This Content is supplied "as is" and without any warranty of any kind, expressed or implied, including but not limited to any warranty for accuracy or performance, fitness for a general or particular purposes, or any warranty arising by statute or by law, or non-infringement of any third parties’ rights. In no event will Technicolor be liable for damages of any kind, including without limitation, any special, indirect, incidental, or consequential damages even if Technicolor has been advised of the possibility of such damages.
This authorization is effective as of the date of use of the Content and shall expire on January, 1, 2020. Technicolor may nevertheless terminate it at any time for any reason upon notice to User(s). It is governed by the laws of France without regard to conflict of laws. It shall be exclusively submitted to the first instance civil court of Paris, France (TGI) in the event of a dispute not settled amicably.

BY USING THIS CONTENT USER(S) AGREES AND ACCEPTS THE ABOVE MENTIONED TERMS AND CONDITIONS. IF USER(S) DOES NOT AGREE TO THESE TERMS AND CONDITIONS, IT SHALL NOT ACCESS OR OTHERWISE USE THIS CONTENT. DO NOT REMOVE OR MODIFY TECHNICOLOR OR ITS AFFILIATES’ NAMES, SIGNS, LOGOS, NOTICES OF/IN THE CONTENT.

Copyright © 2012-2014 – Technicolor R&D France, SNC
All Rights Reserved

Classes B sequences:
The copyright conditions statement for this content is attached with this document (DOLBY LIMITED CLIP LICENSE AGREEMENT_112014.pdf).

Classes C sequences:
The copyright conditions statement for this content is attached with this document (Stuttgart_14_10_07_EULA_Unterschrift.pdf).

Classes D sequences:
The copyright conditions statement for this content can be found at:
http://www.dcimovies.com/2014_StEM_Access/.

Classes G sequences:
The copyright conditions statement for this content is attached with this document (CableLabs_Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International Public License.pdf).
Annex B [bookmark: _Ref286044097]
Conversion to HDR monitors 
B.1. SIM2 Monitor measurement parameters 
The characterization of the SIM2 monitor consists of creating input test patch RGB signals, and converting them into the format required by the display using the equations of the SIM2 shader. The converted signal is displayed on the monitor, and the displayed signal is measured using a photo-spectrometer.
To characterize the luminance transfer function of the monitor, grey patches are used (input R, G and B values are equal), with varying values. To measure the monitor’s chromacities, pure colour patches (one of the input R, G, B value is non-zero, the two others are set to 0) are used.

B.2. Conversion of decoded videos for the SIM2 monitor 
Viewing on Sim2 monitor can be made using AVI files generated using the Sim2Convert tool provided in the HDRTools software using the OpenEXR reconstructed sequences. Sim2Convert, can be provided on request by Alexis Tourapis (atourapis@apple.com) after having obtained the agreement from Sim2 Multimedia company. Configuration files are available in directory ‘bin\CfE_cfgFiles’ of the HDRTools package.

B.2.1. Conversion of decoded videos for the Pulsar monitor
Viewing on Pulsaris can be made using TIFF files, generated using the HDRConvert tool provided in the HDRTools software using the OpenEXR reconstructed sequences. Configuration files are available in directory ‘bin\CfE_cfgFiles’ of the HDRTools package.
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