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Introduction 
This document describes the core experiment 2 (CE2) on HDR reconstruction approaches established at the 112th MPEG meeting. The CE relates to HDR and WCG video coding technologies and focuses on the reconstruction of an HDR video from the output decoded video from an HEVC Main 10 decoder. In this CE, only solutions implying changes to the HEVC specification  are considered. The goal of the CE is to evaluate improved reconstruction processes compared to the reconstruction process applied in the HDR and WCG video coding Call for Evidence (CfE) anchors generation [1]. Combinations of different reconstruction process components will be evaluated. The CE addresses both the HDR-only approaches and SDR backward compatibility approaches.
Perimeter of the CE2
The CE2 studies solutions or combinations of solutions that involve changes to the HEVC specifications above slice level, e.g. in the shape of :
· specification of new SEI messages,
· specification of new semantics for existing SEI messages,
· description of processing based on parameters embedded in these SEI messages,
· specification of new entries in the VUI,
· other modifications above slice level.
Summary of proposals
The figure 1 depicts the generic framework of the category 1 CfE responses.


Figure 1. Common high-level architecture of HDR reconstruction process.
The following implementations of the HDR reconstruction process, described in the next sub-sections, are considered. Solutions described from sections 3.1 to 3.4 correspond to HDR-only coding solutions. Solutions described in sections 3.5 and 3.6 address the SDR-backward compatibility feature.

HDR-only coding solution 1 [Arris, Dolby, InterDigital, m36264]
The block diagram of proposal m36264 is depicted in Figure 2.


[bookmark: _Ref422982942]Figure 2. HDR reconstruction process in m36264
The following technologies are proposed: 
IPT-PQ color space
IPT-PQ is derived from a perception based color opponent model. Figure 3 shows a diagram of forward conversion from XYZ to IPT-PQ. The color space conversion process from IPT-PQ to XYZ uses reverse order of the blocks in Figure 3.


[bookmark: _Ref422983016]Figure 3. XYZ to IPT-PQ Conversion.
Color enhancement
For each picture, the color enhancement filters are estimated at the encoder side and signaled as color enhancement metadata. The HDR reconstruction process applies the color enhancement filters to the reconstructed I component to enhance the P and T components, as shown in Figure 2. 
Adaptive reshaping and transfer function (ARTF)
ARTF changes the signal characteristics in the following aspects: 1) adaptive codeword re-distribution based on pixel brightness and signal requantization; 2) signal re-quantization among I, P and T components. ARTF is performed on a scene basis. 
The HDR reconstruction process corresponding to ARTF is performed in two functional blocks as shown in Figure 2.

HDR-only coding solution 2 [goHDR/University of Warwick, m36261]
This method, goHDR10+, is a 10-bit one-stream HDR video compression method. A function transforms the input HDR video stream into a single compressed stream. Before video can be compressed with the function it must first be normalised to the range [0,1] using a normalisation factor . If, for example, the footage has been graded for a monitor with a peak radiance of 10,000 cd/m2 then = 10,000. This normalisation factor must be stored as metadata along with the video data, or otherwise assumed, in order to correctly regrade the footage on decompression. Normalisation factors can be a fixed value, or can be dynamically adjusted based on the content of the sequence, scene or even frame, however this may affect the size and/or quality of the encoded bitstream so more often a global  value will be used. The frame may be normalised by:
               and regraded as:            
where  = normalisation factor,   = linear frame and  = graded frame. As this mehtod only contains chroma upsampling the color space used can be either REC.709 or BT.2020.

[image: ]
Figure 4: goHDR10+ Decoder.

HDR-only coding solution 3 [Qualcomm, Apple, MovieLabs and NGCodec, m36256]
In proposal m36256, two solutions, one is based NCL approach and another on CL, are proposed. Both proposals define new post-processing functionality and delivery of control parameters through Dynamic Range Adjustment SEI message proposed in m36330.
Adaptive Transfer Functionality (ATF) is proposed to keep a static TF in the pipeline, but adapt signal characteristics to a fixed processing flow. Generally, proposed ATF mechanism is TF-agnostic and increases accuracy of the representation after quantization for the full dynamic range of the content, or for the fraction of the dynamic range. Also, ATF provides flexibility to be applied to different frameworks such as Non-Constant Luminance (NCL) and Constant Luminance (CL) approaches. 
ATF module incorporates a TF utilized in coding system and consists of multiple dynamic range adjustment (DRA) blocks: three DRAs for NCL approach and two DRAs for CL as illustrated in Figure 5 for NCL and in Figure 6 for CL. The required changes to the HDR10 pipeline are highlighted in red color. More details would be found in m36256 and m36614.
In some cases, optional guidance at the encoder side, e.g. artist, or service provider, may be utilized to achieve preferable TF utilization, which may include a subjectively preferable codewords distribution. For the delivery of parameters used by ATF, Dynamic Range Adjustment SEI message is proposed in CfE response as well as in m36330. 
Block diagram of proposed technologies are shown in Figure 5 for NCL-approach and in Figure 6 for CL-approach. 
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[bookmark: _Ref424040227]Figure 5. NCL-based Forward Conversion/Encoding and respective Decoding/Reconstruction processes
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[bookmark: _Ref424040235]Figure 6. CL-based Forward Conversion/Encoding and respective Decoding/Reconstruction processes

HDR-only coding solution 4 [Philips, m36461]
The proposal m36461 describes a non-backwards-compatible constant-luminance system, in which the color components contain hardly any luminance information. This pixel format, modified from UCS 1976 (u’,v’), is referred to as (Y”,u”,v”). 
Because the (u”,v”) chromaticity components have almost no dynamic range due to luminance, their bit-width is determined only by the color gamut used, and no more than 10 bits per color component are needed to cover all humanly observable colors. 
Figure 7 shows the block diagram of the Y”u”v” processing.
Compared to performing 4:2:0 down-sampling in the (Y”,Cb,Cr) pixel representation, this new (Y”,u”,v”) pixel representation causes much less aliasing errors when down-sampling to 4:2:0. This is because in (Y”,Cb,Cr) the down-sampling must be performed in the highly non-linear PQ space. This space is already full of aliasing due to the non-linear time-discrete conversion from (R,G,B) to (R”,G”,B”). 
Down-sampling of (Y”,u”,v”) can be performed in linear-light (X,Y,Z) or (R,G,B) space, where there is no aliasing due to the non-linear PQ. 
Up-sampling of (Y”,u”,v”) can be performed in (u’,v’) space, with simple hardware. Better variations are possible, but those are receiver-only modifications that do not affect the transmission standard. Only a deluxe receiver may find it worthwhile to make such minor improvements.
In fact the entire decoding scheme from (Y”,u”,v”) to (R,G,B) can be performed with simple hardware, because the only component that needs more bits, namely the luminance component Y, is not re-joined with the color components until just before this data reaches the HDR display. 
The (Y”,u”,v”) variant also improved coding efficiency by converting from (u’,v’) to (u”,v”) and back. In this conversion the (u’,v’) for all dark and possibly noisy colors, that consume bit-rate but are hardly visible to humans, are attenuated before MPEG encoding and restored after decoding. Thus the (u”,v”) components do follow the dynamic range of the Luminance signal a little bit, by only scaling down with Y” below ≈5 nits. 
[image: ]
[bookmark: _Ref424143685]Figure 7. Y"u"v" block diagram.

Single-layer SDR backward compatible solutions [Philips, m36266, Technicolor, m36263]
The generic block diagram of proposals m36266 and m36263 is depicted inFigure 8.
[image: ]
[bookmark: _Ref424045110][bookmark: _Ref424143850]Figure 8. Single-layer SDR backward compatible design of m36266 and m36263.

In this design, the decoder output is an Y’CbCr SDR version of the source HDR content, after compression and decompression. This SDR version is converted back to HDR by the HDR reconstruction process. Four main operations are involved. The reconstructed SDR content from decoder is first upsampled from 4:2:0 to 4:4:4 using conventional chroma upsampler. The 4:4:4 Y’CbCr is then processed through a color correction and range adaptation step. A final conversion step to RGB linear light is achieved. This latest step can be concatenated with the conversion to the output HDR format.
In a first design, the steps are applied as follows:
· Dynamic range conversion: Conversion of the SDR to HDR
[image: ]
Figure 9. Conversion of the HDR to SDR of m36266.


Where (α,β,y,δ) represent the tone mapping weights as defined in the SMPTE ST 2094 dynamic metadata specification. Tone mapping weights determine the relative weight of the R, G, B and Y components in dynamic range conversion.

The target (ωTGT) dynamic range conversion is configurable. This functionality enables a display adapted dynamic range conversion to any luminance range e.g. from the SDR (LMAXSDR) up to the HDR (LMAXHDR) based on the target display capabilities (LTGT).


· Color correction: Saturation control and color gamut conversion 

Similar as for the dynamic range conversion also the saturation control and color gamut conversion is dependent on the target luminance.


In a second design, the steps are applied as follows:
· Range adaptation - the conversion of a non-linear light value Y to linear-light value L is based on the inverse of the following transfer function:
·   where  ,  being a parameter decoded from the range adaptation metadata, P being the peak luminance decoded from mastering display color volume SEI, N the bit-depth of the decoder SDR signal.
· Color correction: saturation and hue correction
· Y component correction: 
· Chroma components correction:  
· with a,b being scalar parameters,  a 1D look-up table (LUT), decoded from the color correction metastream.
· Conversion to RGB
· Derivation of     and of parameter  where F is implemented as a fixed pre-defined 1D LUT 
· Conversion to RGB from  using conventional Y’CbCr-to-R’G’B’ conversion matrix
· Scaling of RGB by 
The last step is final adaptation of the RGB signal to the display EOTF.
The goal of the CE will be to identify and evaluate the best combinations of these two designs.

Dual-layer SDR backward compatible solution [FastVDO, m36251]
This approach is based on several key principles:
· Factorization of the 12-bit HDR signal as SL*B, where SL is a smoothed luminance (also called modulation) signal, and B is an SDR viewable base signal, each 10-bit.
· Resampling of the SL signal to reduce bandwidth transmission.
· Innovative integer color space YFbFr, close to the BT.709 Y’CbCr.
· Advanced chroma resampling filters for improved 444->420->444 reconstruction.
· Use of HEVC Main10 encoding/decoding. 
· Adaptive, differential quantization of the SL and B signals.
· Adaptive scaling and nonlinear mapping of the B signal.
· Mixing of the two coded signals into a single bitstream by SEI.
Note that B and SL signals can be equivalently thought of as two signals encoded separately, or a single signal combined for example vertically as B over SL, and encoded as two slices. (SL here is padded to make it 4:2:0). A single stream is created in any case.
On the decoder side, the block diagram is depicted in Figure 10.
[image: ] 
[bookmark: _Ref424053503]Figure 10. Modulation-based SDR backward compatible design of m36251.

CE tests
As described in document w15454, the different solutions listed in section 3 present commonalities. The CE aims at evaluating various combinations of different components from these CfE responses. At this stage, two tracks are considered, one focused on single-layer HDR-only coding, and one focused on single-layer SDR-backward compatible coding. In a later stage, dual-layer approaches will be considered.
As for the CfE responses, parameters optimization of the encoding, decoding, any pre-processing and reconstruction steps must use automatic means (no manual tuning). This is required for the CE reference solutions and for the various tested solutions.

CE2.1 - Single-layer HDR-only solutions
The evaluation will be performed based on the solution used for generating the CfE anchors as reference solution. Each component of this design can be replaced, placed in another order, and new components can be added. Alternatively, the solution presented in m36264 can be used as reference.
Combinations of the following basic components will be studied (also see document N15454 for more explanations). 
Color space 
In this category, the following alternate color spaces to the Y’CbCr color space are considered for evaluation:
· IPT-PQ [m36264]
· Y'FbFr [m36251]
· Y”u”v” [m36461]
Synergies with chroma resampling and inverse quantization steps will also be considered.

Adaptive reshaping 
This category relates to the coding transfer function applied to improve the coding efficiency. In this category, the following alternate technologies to the ST 2084 fixed reshaping are considered for evaluation:
· Signal normalization [m36261],
· Adaptive codeword re-distribution based on pixel brightness [m36264]
· Adaptive Transfer Functionality (ATF) [m36256]

Color enhancement 
In this category, the following tool is considered for evaluation:
· Cross Plane Colour Enhancement [m36264]

Single-layer SDR backward-compatible solutions
In this category focused on single-layer SDR backward compatibility, combinations of solutions m36251, m36263, m36264, and m36266, will be tested. The evaluation will be performed with the solution used for generating the CfE anchors as reference.  
Combinations of the following basic components will be studied.
Color space 
In this category, the following color spaces are considered for evaluation:
· Y’CbCr
· Y'FbFr [m36251]
· Adapted Y’CbCr with specific conversion to RGB [m36263]
· [bookmark: _GoBack]Constant Luminance (CL) approach [m36256]
Synergies with chroma resampling and inverse quantization steps will also be considered.

Range adaptation 
This category, also named HDR remapping, relates to the conversion of a decoded SDR signal into an HDR version. In this category, the following technologies are considered for evaluation:
· Range adaptation in perceptual domain [m36266]
· Scalar modulation-based range adaptation [m36263]

Color correction 
In this category, the following technologies are considered for evaluation:
· Saturation control and color gamut conversion [m36266]
· Saturation and hue correction [m36263]

Color enhancement 
It is also planned to evaluate the following tool, possibly at different locations in the HDR reconstruction process.
· Cross Plane Colour Enhancement [m36264]

Test conditions
Test sequences
The test sequences are 1920x1080p resolution, BT.2020 container.  The following sequences will be used:
	seq 
	gamut 
	TF
	Sequence name
	fps
	Frames 

	S00
	BT.709
	Linear
	FireEater2Clip4000r1 
	25
	0-199

	S01
	BT.709
	Linear
	Tibul2Clip4000r1
	30
	0-239

	S02
	BT.709
	Linear
	Market3Clip4000r2
	50
	0-399

	S08
	BT.709
	Linear
	BalloonFestival
	24
	0-239

	S03
	P3D65
	PQ12b
	AutoWeldingClip4000
	24
	0-426

	S04
	P3D65
	PQ12b
	BikeSparklersClip4000
	24
	0-479

	S05
	P3D65
	PQ12b
	ShowGirl2TeaserClip4000
	25
	0-338

	S06
	P3D65
	PQ12b
	StEM_MagicHour
	24
	3527 to 3887

	S07
	P3D65
	PQ12b
	StEM_WarmNight
	24
	6280 to 6640


Additional sequences may be added to this test set or replace some sequences from this test set after the AHG meeting of September 2-4, 2015. CE2 participants are encouraged to provide results also for these new added sequences.

Anchors 
The generation process for the CE2 anchors is the same as used for the anchors of the CfE [1]. 
The bit streams provided in CE2 experiments must not exceed the exact bit rates achieved by the anchors, provided in the attached document w15456_CE2_template.xls.
w15456_CE2_template.xls will be updated before next MPEG meeting with the new sequences and coding bitrates to be selected at the AHG meeting of September 2-4. 

[bookmark: _Toc316595552]Software 
HM16.2 software will be used to encode and decode the video stream and the metastream. The proponents shall deliver versions able to encode and decode the added metastream.
HDRTools  software to be released  on July 17th by the software coordinators will be used to perform the HDR processing (before encoder) and HDR reconstruction (after decoder) processes.

Reported results 
Results will be reported in the two spreadsheets attached with this document. The first spreadsheet shall contain bit rate and objective measurement values for each test point. The second spreadsheet shall contain the md5sums related to the CE test.
The objective metrics to be reported in the attached Excel file are the tPSNR and PSNR_deltaE metrics [1].  The objective metrics must be derived using the HDRMetrics tool from the HDRTools software package. The configuration files located in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package shall be used. 
Notes: 
· The StEM (S06, S07) and ShowGirl2Teaser (S05) sequences use letter box. Cropping is required for the derivation of objective metrics. For StEM, the objective metrics for those sequences have to be computed in the cropping window delimited by pixels (column=0, row=140)  to  (column=1919, row=939). For ShowGirl2Teaser, the objective metrics have to be computed in the cropping window delimited by pixels (column=10, row=10)  to  (column=1909, row=1069). 
· The configuration files HDRMetric_CfE_ShowGirl.cfg and HDRMetric_CfE_StEM.cfg provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package. The metrics to be reported are the window metrics (indicated by a ‘w’ in the reported metrics from HDRMetrics tool).

Informal subjective evaluation is expected to be done by cross-checkers and during the next AHG and MPEG meetings.

CE tests and cross-checkers
	CE test
	Participants
	Cross-checkers

	CE2.1
	Arris, Dolby, FastVDO, InterDigital, Qualcomm, goHDR/Warwick Univ.
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	Dolby, ST Micro



Timeline
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2015/10/14	Delivery of CE results 
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