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1 [bookmark: _Toc426562707]Introduction

This document describes only the training procedures used in the development of the Compact Descriptors for Visual Search (CDVS) Test Model (TM).

For all information relating to CDVS encoding, decoding, conformance, reference software and usage, ISO/IEC FDIS 15938-13 (15938-13) and ISO/IEC CD 15938-14 (15938-14).

2 [bookmark: _Toc426562708]CDVS TM Training Procedures
[bookmark: _Toc426562709]Local feature selection training

The MATLAB tool used to train the feature selection module is contained in the archive TI_Matlab_functions.zip, downloadable from the repository http://pacific.tilab.com/projects/mpeg-cdvs/. The README.txt file contains the list of datasets required for running the process. More specifically, the data used for training is composed of matching image pairs in the Pasadena Buildings dataset, the INRIA Holidays dataset, the Oxford Buildings dataset, the 201Books dataset, a datasets created extracting frames from movies downloaded from the Internet Archive and a dataset containing couples created applying random perspective transformations to images belonging to the Distractor set.


The feature selection adopts the approach described in (Francini, Lepsøy, & Balestri, November 2012). It assigns a positive value to any feature, as a function of its scale space characteristics, its orientation and its coordinates. We let the ’th feature in an image be denoted by  (intended to encompass the scale space characteristics, its orientation and its coordinates). The function value will be denoted by  (for interest point relevance), so a feature has the value . The relevancies are then sorted such that

.

Only the first  features  are kept, such that the mean query length remains below the target descriptor length.

The observation at the basis for the feature selection is that the features of correctly matched interest points do not behave, in a statistical sense, as do the features of wrongly matched interest points. Furthermore, this difference in behaviour is found to be consistent across various large and heterogeneous datasets, so that parameters obtained by analyzing a training set are applicable with success to a test set.

In the training stage, the technique gathers two types of statistics. For the first statistic, the training set must be organized into matching pairs of images. The images undergo the traditional process of interest point detection, matching, and geometric consistency check, in order to subdivide the matched pairs of features into inliers and outliers. To each feature there is then assigned a binary label , indicating whether the feature was matched correctly (value 1) or not (value 0). The set of features that were not matched correctly also includes features that were not matched at all.
For the second type of statistic, the images in the training set are considered separately. In this part of the training, the technique gathers a variety of parameters for each feature that may be deemed as characteristic. Examples of characteristic parameters (used in the TM) are:  the scale of the feature , its orientation , the response of the LoG filtering (also called peak) , the ratio of the squared trace of the Hessian , the second derivative of the scale space function with regard to   the distance  of the interest point to the image center (relative to image size). 
In this case, feature number  yields the following statistics

.

Using the statistics that are gathered, the training stage estimates the probability that any given feature may be matched correctly to some feature in some unknown image. Thus, the function value is an estimated conditional probability that  given that the chosen characteristics are within some given region, as shown below.

In the operational stage (test stage), the technique is applied to each single image without considering other images that may be candidates for matching. For each feature, the same set of characteristics is computed, and the estimator developed in the training stage is used to assign a value for the probability of correct matching.
Probability estimation at the training stage
Suppose that for a given feature, we want to use some knowledge about its characteristics in order to quantify the probability that the feature will be matched correctly.
Let us denote a characteristic parameter by the symbol . Suppose that we have the information that  lies within some region  . The conditional probability for correct matching is then



by the definition of conditional probabilities.

Suppose that we have labelled all samples  in a training set of  elements, with both a correctness value and an indication  of membership in , both either  or . The correctness value is denoted by . Then the numerator is estimated as



The denominator is estimated as



The conditional probability is the estimated as



Now suppose that the domain for  is divided into disjoint regions  By the above equation we then obtain a probability for correct match for each of these regions



Most of the characteristic parameters we have tried are scalar, so the subdivision of the domain corresponds to scalar quantization. 
Probability assignment at the operational stage
The technique combines the conditional probabilities by multiplication, as if the characteristic parameters were independent, in the manner of a naïve Bayes classifier (note that this method is not a classifier, and that it makes no use of Bayes’ theorem).  The probability assignment for a (feature/interest point) therefore carries out the following operation to obtain the value  for feature ordering:



.


















Example of interest point relevance
The following example illustrates the working principle for determining the relevance values. Figure 1 depicts the ALP interest points found in an image in the CTurin180 dataset.

[image: ]

[bookmark: _Ref380407558]Figure 1. ALP Interest points found in an image.

Figure 2 shows the estimated probability as a function of scale of the interest point. Note that the scale is quantized to 8 levels. One may see that correct match is most probable for intermediate scale values. 

[image: ]

[bookmark: _Ref380407618]Figure 2. Probability as a function of interest point scale.





Figure 3 shows the probabilities of correct match given the scales of the interest points. The probabilities are proportional to the size of the coloured circles.

[image: ]

[bookmark: _Ref380407629]Figure 3. The probability of correct match given the scale of the interest point.

Figure 4 shows the probability of correct match given the peak value D. Here, correct match is most probable for large peak values. According to (Lowe, 2004) higher values for D provides more stable image features. 

[image: ]

[bookmark: _Ref380407637]Figure 4. Probability of correct match given the peak value of the interest point.






Figure 5 shows the probability of match for the various interest points given their peak value. One may see that interest points in regions of weak texture like the sky and the bricks have low probability, while interest points on details of strong contrast like the window frames have high probability of correct match.

[image: ]

[bookmark: _Ref380407645]Figure 5. The probability of correct match given the peak of the interest point.

Figure 6 shows the relevance value that results from taking into account distance from center, scale, orientation and peak.

[image: ]

[bookmark: _Ref380407657]Figure 6. Relevance of the interest points when multiplying probabilities.

[bookmark: _Toc426562710]Global descriptor training

Training dataset. The training dataset for global descriptor consists of both 2D and 3D objects with 3927 images in total (see Table 1):1) 2D objects downloaded from Flickr or collected from the PKU dataset in CADAL project; and 2) 3D objects randomly selected from the Oxford Building and InternetArchive datasets.
Table 1. Training dataset statistic
	Dataset Name
	Number of images

	Oxford_Building_Subset
	253

	InternetArchive_Subset
	1060

	Flickr_Graphics
	501

	CADAL
	2113



Training tool. We train the PCA dimension reduction matrix over a set of ~3 million SIFT features. It is worth mentioning that these SIFT features were randomly selected for training, rather than applying any feature selection strategy.
We train a GMM model with 512 Gaussian functions over ~3 million SIFT features, which is the same feature set as training PCA dimension reduction matrix. Through offline EM training, a set of GMM parameters is obtained, where,  and  denote the mixture weight, mean vector and variance of Gaussian , respectively. 

[bookmark: _Toc348623697][bookmark: _Toc348623698][bookmark: _Toc348623699][bookmark: _Toc348623700][bookmark: _Toc348623701][bookmark: _Toc426562711]Local descriptor compression training

The scalar ternarisation thresholds used in local descriptor compression were calculated as follows: The SIFT descriptors for the entire MIRFLICKR25000 dataset were computed and transformed as described in (15938-13). Then the histogram for each descriptor element was plotted, giving a total of 128 histograms. For each element, i.e. for each histogram, the low quantisation threshold was chosen as the highest bin index for which the sum of the original bin values falling into the –1 bin is not greater than 1/3 of the sum of all original bin values, and the high quantisation threshold was chosen as the lowest bin index for which the sum of the original bin values falling into the +1 bin is not greater than 1/3 of the sum of all original bin values. Thus, the scalar ternarisation thresholds are fixed and aim to equalise the long-term distribution of the element values in the three quantisation bins.






2.1 [bookmark: _Toc426562712]Location coding context training

In order to train the context data for the location coding context, the following training set is used:
· INRIA Holidays dataset
· Caltech Pasadena Buildings dataset
To run the training, please use the cssc_train code in the TM. To train the models, please extract the descriptors from the training set using the TM extract. Then, run cssc_train to train the context model, specifying the same image list used for TM extract, the operating mode, the parameter file, and the output binary name. The output of cssc_train would be two files: one containing the histogram count context and the other containing the histogram map context.

In order to reduce context tables and simplify the location coding context generation, the output of cssc_train is approximated, differently from histogram map and histogram count, according to the following criteria:
· 64 cumulative values are applied for histogram map coding. The same values are used for all the operating points. The first 3 cumulative values are equal to the average of the analogous values generated by cssc_train for the different operating points. The other cumulative values are computed with the following formula:
F(x) = 65536– (64-x).
· For histogram map encoding, the output of cssc_train stores probabilities for both possible symbols (0 and 1). Cumulative values for symbol 1 are always normalized to the same value (65356); therefore, approximating 0 symbol probability it is possible to reconstruct the full context.  The output of cssc_train is linearly approximated and represented by three values:
· The cumulative value for single context arithmetic coding applied to central area of the histogram map matrix (value A);
· The cumulative probability for sum-based context value =1 (value B);
· Slope of the line, obtained through linear regression, linearly approximating cumulative values associated to the other 55 context values (value C).
Values A, B, C for higher operating points, are derived through linear approximation from the same values A, B and C at the lowest operating point.

2.2 [bookmark: _Toc348623704][bookmark: _Toc426562713]Weighted matching training

The TM assigns scores to the local feature matches declared to be inliers. As scores we use the conditional probability of correct match, given the distance ratio. 

Let the distance ratio be denoted by , and let  and  denote respectively correct and incorrect match. The conditional probability densities given correct and incorrect match are then denoted by  and  . These pdfs may be estimated using a training set and an automatic labelling of matches as correct and incorrect, as for example using the DISTRAT algorithm of the TM.

The conditional probability of correct match can be determined using the above pdfs. If we assume that correct and incorrect matches are equally probable, this probability is



Estimates were obtained using a training set of 5879 matching image pairs from the datasets INRIA Holidays, 201Books, Pasadena Buildings and the Barcelona subset of the European Cities 1M,  using the DISTRAT method to label matches as correct and incorrect. Based on this, we found that the scores may be approximated by a cosine function,
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