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Abstract
This document is a Call for Evidence (CfE) associated with technology for possible extensions of the High Efficiency Video Coding (HEVC) standard for High Dynamic Range (HDR) and Wide Colour Gamut (WCG) video coding applications.
Introduction
A new generation of video compression technology known as High Efficiency Video Coding (HEVC) has been developed jointly by ISO/IEC JTC1/SC29/WG11and ITU-T WP3/16. This Call for Evidence (CfE) is targeting possible extensions of that standard for High Dynamic Range (HDR) and Wide Colour Gamut (WCG) video content. More background information, together with information about applications and requirements, is given in [1].
Companies and organizations are invited to submit proposals for testing and evaluation in response to this call. No commitment to any subsequent course of action regarding the proposed technology will be made in advance of the evaluation of the proposals.
The aggregate results of these tests will be made public. However no direct identification of any of the proponents will be made. 
Descriptions of proposals must be registered and submitted as input documents to the proposal evaluation meeting in Warsaw in June 2015 (see timeline in section 3). Proponents are required to attend that meeting and present their proposals. Further information about logistical steps to attend the meeting can be obtained from the listed contact persons (see section 9).
Purpose
The purpose of this CfE is to explore whether or not
· the coding efficiency and/or 
· the functionality 
of the HEVC Main 10 and Scalable Main 10 profiles can be significantly improved for HDR and WCG content. 
The suggested changes can be in either non-normative or normative categories. Non-normative changes are categorized as ones that do not have impact on the decoding process. For example, 4:4:4 to 4:2:0 and back to 4:4:4 conversion algorithms may not be required for the decoding of video compressed in the 4:2:0 domain. However, a particular process may be needed to provide the optimum viewing experience and to do so additional information may need to be carried in the bit stream, e.g. as SEI or VUI information. Another example is the colour space in which the encoding is performed. It may be different than the traditional non constant luminance Y’CbCr domain but may not impact the decoding process itself.
Timeline 
2015/02/27	Availability of single layer anchors data based on HEVC Main 10 Profile and backward compatibility anchors data based on HEVC Scalable Main 10 Profile (files CfE_responses_template.xls and CfE_md5sums.xls)
2015/02/27	Final Call for Evidence
2015/03/27	HDRTools 0.9 release containing the following additional tools in comparison to HDRTools 0.8.1 available by 2015/02/20: Sim2convert and direct support for YUV to TIFF
2015/03/30	Deadline for the indication of interest and registration. Send emails to the people listed in Section 9. Also identify the proposal’s category (see section 4 below).	
2015/05/19-21	Dry run and CfE Adhoc group test meeting in EPFL. 
	Finalization of the details of the test methodology.
2015/05/26	Deadline for the receipt of the video data package of the submissions. 
	The video data package includes the following:
· Bit streams
· Decoder Executable (Windows 32 or 64 bit or Linux) and configuration files (if available) of how to decode a bit stream
· Decoded files in OpenEXR format
· Decoded files in TIFF format (for driving the Pulsar display)
· Converted AVI files for rendering on the Sim2 display. 
· Md5Sum signatures for all of the above files are required. For OpenEXR and TIFF files, a single metric, computed as the “accumulated” Md5Sum is required.
Send internal or (USB3) external hard disk formatted using the NTFS file format with the video data package to Dr. Touradj Ebrahimi at the address provided in Section 9.
2015/06/08	Deadline for the registration and submission of documents (upload the documents to WG11 web site) describing responses to CfE. Also complete and submit the attached spreadsheets as well as the entire output of the HDRmetrics tool using all specified objective metrics in Annex E for each sequence as part of this submission.
2015/06/08-26	Evaluation of the responses
Test Conditions 
Category 1: Compression efficiency improvement over HEVC Main 10 Profile for HDR with BT.709 or P3D65 Colour Gamut Content
Proposals in this category involve normative changes to the HEVC standard that would be expected to result in a new profile.  Such normative changes would probably need to be justified by a significant decrease in the bit-rate required to give a comparable visual quality to the corresponding HEVC Main 10 HDR Anchors (see Annex B). 
In this test set up, one HDR input is provided to the encoder, which produces a single compressed bit stream associated with that input. A corresponding decoder produces one HDR output to be sent to HDR displays. No backward compatibility with any legacy equipment (decoder or display) is required (but neither is it prohibited). The mechanism used to compress or represent the HDR stream is unconstrained. The testing references are the HDR Anchors. The ability to produce SDR decoded video is not required in this category, i.e. an SDR output is neither required to be produced by such a system, nor required to be provided in response to the CfE for a proposal in this category. 
Anchors and Test Material
Sets of HEVC Main 10 Profile based anchors (Class A, B, C, D, and G) are generated (see Annex B for details).
Test Procedures for Category 1
The HDR anchors are compressed at the bit rates specified in Annex B using HEVC Main 10 Profile.  The HM16.2 software shall be used to generate the bit streams with the configuration files specified in Annex B. Fig. 1 shows the end-to-end coding and decoding chain used in generating HDR anchors and evaluating visual quality.


Fig. 1. End to end coding and decoding chain.
Proponents are required to submit bit streams at bit rates that do not exceed those indicated in Table 4 of Annex B.
Objective visual quality evaluations
Comparisons will be made using objective measurement(s) from the decoded video provided by all proponents. The objective measurements will be made between the points EE’ at various bit rates. See Annex E for the details of the objective measurement methods to be used.
Proponents are required to complete the two spreadsheets attached with this document. The first spreadsheet shall contain bit rate and objective measurement values for each test point. The second spreadsheet shall contain the md5sums related to the proposal response.
Subjective visual quality evaluation
Formal viewing tests (at point F’ in Fig. 1) will be performed. See Annex F for details.
Category 2: Backward compatible solutions for HDR with BT.709 or P3D65 content
EDR or HDR to SDR compatibility
Proposals may provide some form of compatibility with legacy SDR devices. 
The HDR test sequences use BT.709 or P3D65 colour gamut. The SDR sequences have 10 bits per component and use only the BT.709 colour gamut.
Two types of backward compatibilities are envisioned as described in sections 4.2.1.1 and 4.2.1.2.
[bookmark: _Ref407468116]Sub-categories 2a and 2b: Backward compatibility with legacy SDR decoders and displays
This type of architecture allows legacy SDR Main 10 decoders (e.g. set top boxes) to decode the video and send it to a legacy SDR display. Such a system includes an SDR bit stream that can be decoded by a Main 10 decoder. 
Proposals in this category should include a full description of the methods for compressing and decompressing the HDR enhancement layer. Such proposals would probably need to demonstrate better overall compression efficiency than SHVC with Colour Gamut Scalability (Scalable Main 10 profile).  
Two sub-categories are envisioned, as described below.
(a) For proposals in sub-category 2a, the encoding system has two inputs: HDR video and SDR video (see Fig. 2). It produces two bit streams: an HEVC Main 10 compliant SDR bit stream and another bit stream corresponding to the enhancement information required to reconstruct HDR video. In addition to the compressed video, this bit stream may also include other information like metadata that may be helpful in reconstructing the HDR video. The HDR enhancement bit stream is not required to be decodable by an HEVC Main 10 decoder (but this is not prohibited). The HDR encoder may use information from the uncompressed or decompressed SDR video as well as SDR compressed bit streams to compress the HDR video. For the testing purposes here, proponents are required to use only the compressed SDR anchor bit streams and uncompressed versions of the SDR video (4:4:4 and/or 4:2:0) provided (see Annex B).
[image: ]
Fig. 2. Conceptual diagram of the end to end system for sub-category 2a.
(b) For proposals in sub-category 2b, the encoding system has only one input: HDR video (see Fig. 3). The encoder generates SDR video from the HDR video by use of some form of tone mapping process. The encoder may also provide tone mapping hints or may have help from an external process. The encoding process produces two compressed bit streams: an HEVC Main 10 compliant SDR bit stream and another stream corresponding to the enhancement information required to reconstruct HDR video (e.g. metadata). The HDR enhancement bit stream is not required to be decodable by an HEVC Main 10 decoder (but neither is this prohibited). The HDR encoder may use the generated SDR video as a reference to compress the HDR video.
[image: ]
Fig. 3. Conceptual diagram of the end to end system for sub-category 2b.
[bookmark: _Ref407468133]Sub-categories 2c and 2d: Backward compatibility only with legacy SDR displays 
This type of architecture uses a new receiver to decode the HDR content and, with the help of metadata, to convert the HDR content to SDR for viewing on a legacy SDR display. The required compatibility is only with legacy SDR displays; compatibility with legacy SDR decoders and receivers is not required (but it is not prohibited). This represents a scenario where new receivers (e.g. set top boxes) are deployed but legacy displays (e.g. TVs) are still required to be available. 
Proposals in this category should include the metadata together with a full description of any compression performed on the metadata and the methods used to convert the content from HDR to SDR. Note that primary aim is not to test or standardize the tone mapping algorithms, but to determine the kind of metadata that is needed and the associated bit rate. 
Two sub-categories are envisioned, which are described below.
(c) For proposals in sub-category 2c, the encoding system has two inputs: HDR and SDR source video (see Fig. 4). In addition to compressing the HDR video, the encoding process also produces metadata, using information from both the HDR and SDR video. The HDR to SDR conversion is performed in the receiver by a tone mapping process using the metadata.
[image: ]
Fig. 4. Conceptual diagram of the end to end system for sub-category 2c.
(d) For proposals in sub-category 2d, the encoding system has only one input, HDR video (see Fig. 5). In addition to compressing the HDR video, it also produces metadata and provides this to the receiver. Unlike sub-category 2c, the metadata generation process may not use information from the SDR source video. The HDR to SDR conversion is performed in the receiver by a tone mapping process using the metadata. 
[image: ]
Fig. 5. Conceptual diagram of the end to end system for sub-category 2d.

Test Procedures for Category 2 
The 10 bit SDR versions of the test sequences are provided to proponents (classes AA, BB, CC, DD, and GG in Annex B). The SDR anchors are compressed at the bit rates specified in Annex B using HEVC Main 10 Profile. The SHM7.0 software shall be used to generate the bit streams with the configuration files specified in Annex B. 
[bookmark: OLE_LINK34][bookmark: OLE_LINK35]Scalable Main 10 profile HDR anchors, using the specified SDR anchors as the base layer, shall be compressed at the bit rates specified in Annex B. The SHM7.0 software shall be used to generate the bit streams with the configuration files specified in Annex B.  These bit streams shall match the md5sums provided in one of the attached spreadsheets.
Proponents are required to provide results for all input SDR sequences listed inTable 2 and Table 3 of Annex B. The visual tests to be performed for category 2 will be based on the input SDR sequences SA00, SA01, SA02, SA08 specified in Table 2 of Annex B and SC03, SC04, SC05, SC06, SC07 specified in Table 3 of Annex B.  

1.1.1.1. Testing Sub-Category 2a
Backward compatibility with legacy SDR decoders and displays is described in section 4.2.1.1. For proposals in sub-category 2a, the encoding system has two inputs: HDR video and SDR video (see Fig. 2). 
SHVC Scalable Main 10 Profile is used to generate the anchors. For each SDR sequence, 4 anchor bit streams compressed at 4 different rates are provided. For the testing purposes here, proponents are required to use only the compressed SDR anchor bit streams and uncompressed versions of SDR video (4:4:4 and/or 4:2:0) provided by MPEG. For each SDR anchor base layer stream, proponents are required to provide 2 compressed enhancement layer HDR bit streams and associated HDR video signals (see Annex B
Proponents are required to submit bit streams (SDR base layer + HDR enhancement layer) at bit rates that do not exceed those indicated in Table 7 of Annex B.
Comparisons will be made using objective measurement(s) from the HDR decoded video provided by all proponents in this category. The objective measurements will be made between the points EE’ at various bit rates. See Annex E for the details of the objective measurement methods to be used.
Proponents are required to complete the two spreadsheets attached with this document. The first spreadsheet shall contain bit rate and objective measurement values for each test point. The second spreadsheet shall contain the md5sums related to the proposal response.

Formal viewing tests for the HDR videos will be performed in order to compare the subjective visual quality vs. bit rate for the proposals in this category. See Annex F for the details of the subjective visual quality evaluation method.

1.1.1.2. Testing Sub-Category 2b
Backward compatibility with legacy SDR decoders and displays is described in section 4.2.1.1. For proposals in sub-category 2b, the encoding system has only one input: HDR video (see Fig. 3).
Sub-category 2b is classified as “Technology Under Consideration” where what next steps to take and how to test the inputs in this category will be discussed based on the inputs received. Responses in this sub-category will not be formally tested, as described in Annex F at this stage. However, limited viewing by experts, to investigate the visual quality vs. bit rate, may be performed in the MPEG meeting. Plans for any future actions in this category will be discussed during the 112th MPEG meeting in Warsaw.
Proponents are requested to provide a technical description of the mapping algorithms used that is sufficient for the full conceptual understanding and generation of equivalent performance results by experts.

1.1.1.3. Testing Sub-Categories 2c and 2d 
Backward compatibility with legacy SDR displays, but not SDR decoders, is described in section 4.2.1.2. For proposals in sub-category 2c, the encoding system has two inputs: HDR video and SDR video (see Fig. 4). For proposals in sub-category 2d, the encoding system has only one input: HDR video (see Fig. 5.).
Both sub-category 2c and sub-category 2d are classified as “Technology Under Consideration” where what next steps to take and how to test the inputs in this category will be discussed based on the inputs received. Responses in these sub-categories will not be formally tested, as described in Annex F at this stage. However, limited viewing by experts, to investigate the visual quality vs bit rate, may be performed in the MPEG meeting. Plans for any future actions in these categories will be discussed during 112th MPEG meeting in Warsaw.
Proponents are encouraged to submit the SDR video generated (mapped) from the HDR anchors provided (at 4 bit rates for each sequence). 
Proponents are requested to provide a technical description of the mapping algorithms used that is sufficient for the full conceptual understanding and generation of equivalent performance results by experts. 

Category 3: Optimization of the performance of the existing Main 10 Profile and/or Scalable Main 10 Profile for HDR with BT.709 or P3D65 Colour Gamut Content
Proposals in this category involve non-normative changes to the HEVC standard (Main 10 Profile and/or Scalable Main 10 Profile) that would provide better coding efficiency than the anchors used in Categories 1 or 2a. For example, the proposals in this category could involve, but are not limited to, changes in pre- and post-processing, encoder-only improvements, better 4:4:4 to 4:2:0 conversion, the use of colour domains other than Y’CbCr used in the anchors, the use of Constant Luminance (CL), more optimal Lambda selection and/or minor changes to the HEVC standard of a form that would not be expected to result in a new profile.  Those proposals would fall in the following two sub-categories:
(a) Optimization of Main 10 Profile: The end-to-end system set up and data flow are similar to that shown in Fig. 1.
(b) Optimization of Scalable Main 10 Profile: The end-to-end system set up and data flow are similar to that shown in Fig. 2.
Anchors and Test Material
Any of the HDR test sequences (Class A, A’, B, C, D, and G) described in Table 1 of Annex B may be used. 
Test Procedures
The test procedures are described in Sections 4.1.2 and 4.2.2.1. The details of the objective tests are in Annex E. The details of the subjective tests are in Annex F.
Requirements on Submissions
[bookmark: OLE_LINK135][bookmark: OLE_LINK136]Submission categories and details
Proposals may be submitted in one or more of the categories defined in Section 4:
· Category 1: Single layer solution for HDR (see Section 4.1) 
· Category 2: Backward compatible solutions (see Section 4.2)
· Sub-category 2a: Backward compatibility with legacy SDR decoders and displays, using an encoding system that has both HDR and SDR inputs, and/or
· Sub-category 2b: Technology Under Consideration for backward compatibility with legacy SDR decoders and displays, using an encoding system that has only an HDR input, and/or
· Sub-category 2c: Technology Under Consideration for backward compatibility with legacy SDR displays, but not SDR decoders, using an encoding system that has both HDR and SDR inputs, and/or
· Sub-category 2d: Technology Under Consideration for backward compatibility with legacy SDR displays, but not SDR decoders, using an encoding system that has only an HDR input
· Category 3a and/or 3b: Non-normative changes to the existing Main 10 Profile and/or Scalable Main 10 Profile for HDR (see Section 4.3) 
Proponents are encouraged to submit the technical descriptions following the guideline provided in Annex A.
Proponents need to be present at the June 2015 meeting to present their submissions.

Source Code
· Proponents are encouraged to allow other committee participants to have access, on a temporary or permanent basis, to their encoded bit streams and binary executables or source code.
· Proponents are encouraged to submit a statement about the programming language in which the software is written, e.g. C/C++, and the platform(s) on which the binaries were compiled.
· Proponents are advised that, upon acceptance for further evaluation, it will be required that certain parts of any technology proposed be made available in source code format to participants in the core-experiment process and for potential inclusion in the prospective standard as reference software. When a particular technology is a candidate for further evaluation, commitment to provide such software will be a condition of participation.  The software provided must produce identical results to those submitted to the test. 
Constraints for proposals
Submissions to the call must obey the following additional constraints:
· All bit streams for proposals corresponding to category 1 and 3a must have the same random access points, which are represented by intra pictures in the HDR single layer anchor bit streams provided. 
· All enhancement layers for proposals corresponding to sub-categories 2a, 2b, 2c, 2d, and 3b must have the same random access points, which are represented by intra pictures in the base layers provided. 
· If any type of pre- and post-processing is used, it should be clearly described in the submissions. Pre and post processing schemes that are not essential to the submission are strongly discouraged.
· Quantization settings should be kept static except for one change per coded bit stream and with a delta QP of plus 1. Proponents must not optimize encoding parameters or any processing steps using non-automatic means.
· The video test sequences must not be used as the training set for training entropy coding tables, VQ codebooks etc.
· The usage of multi-pass encoding must be limited to the picture level and must be documented.
· Submitted bit streams must have bit rates less than or equal to those of the Anchors.
IPR
Proponents are advised that this call is being made subject to the common patent policy of ITU-T/ITU-R/ISO/IEC and other established policies of these standardization organizations. The persons named below as contacts can assist potential submitters in identifying the relevant policy information.
Fees
None 
Contact(s)
Vittorio Baroncini (vittorio@fub.it)
Touradj Ebrahimi (touradj.ebrahimi@epfl.ch) 
The address to send the internal or (USB3) external hard disk is the following:
Professor Touradj Ebrahimi
Ecole Polytechnique Fédérale de Lausanne – EPFL
Multimedia Signal Processing Group – MMSPG
EPFL/STI/IEL/GR-EB
ELD238
Station 11
CH-1015 Lausanne
Switzerland
Direct phone: +41 21 693 2606
Direct fax: +41 21 693 6820
Secretary phone: +41 21 693 2624
Secretary fax: +41 21 693 7600
Edouard Francois (Edouard.Francois@technicolor.com)
Ajay Luthra (Ajay.Luthra@arris.com)
Jörn Ostermann (ostermann@tnt.uni-hannover.de)
Walt Husak (wjh@dolby.com)

[bookmark: _Ref286044240]
Proposal Description
Proponents need to complete and submit the spreadsheets provided in the attached Excel file. 
The objective metrics listed in this spreadsheet must be derived using the HDRMetrics tool from the HDRTools software package, tag 0.9, accessible at the following location using the most recent MPEG meeting login/password credentials:
http://wg11.sc29.org/svn/repos/Explorations/XYZ/HDRTools/tags/0.9
The configuration files located in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package shall be used. 

Attachments:
	See Section 2 of Annex B
The proponents are encouraged to also submit technical details as follows:
1. An overview of the proposal: 
· Single layer or Dual layer concept?
· If Dual layer, are there inter-layer prediction mechanisms between layers?
· Usage of metadata – for each type of metadata, provide:
· Purpose & Short description
· Static (per title) or dynamic – if dynamic, per GOP, per frame
· Type: signalled in VUI (are new entries required?), signalled in SEI (are new SEIs required?),
· Typical size, Maximum size 
· Is their generation performed automatically?
· Pre-processing necessary before encoding
· Purpose and Short description
· Complexity  (processing needs, internal bit-depth, memory needs)
· Are the corresponding (non-normative, encoder only) parameters derived automatically?
· Post-processing necessary after decoding 
· Purpose and Short description
· Complexity  (processing needs, internal bit-depth, memory needs)
· Recommended parameters
· HEVC profile, bit-depth, chroma format, colour difference space, coding transfer function
· Changes in core HEVC decoder specification
· Backward compatibility with SDR displays
· Conform to input SDR? 
· If yes, with or without adaptation mechanisms after HEVC Main10 decoding?
· Viewable on SDR displays? 
· If yes, with or without adaptation mechanisms after HEVC Main10 decoding?

2. A technical description of the proposal sufficient for the full conceptual understanding and generation of equivalent performance results by experts, and for conveying the degree of optimization required for replicating the performance. This description should include all data processing paths and individual data processing components used to generate the bit streams. 
3. A detailed description of the enhancement layer coding structure (for sub-category 2a).
The technical description should contain sufficient information suitable to allow assessment of the complexity of the implementation of the technology.


[bookmark: _Ref286043695]
Anchors for HDR and WCG Tests

This Annex describes the anchors used for the Call for Evidence on HDR and WCG video coding.
Test Conditions 
Test material 
File Exchange Formats 
The filenames are specified as follows: Name_Resolution_Fps_Format_ContentPrimaries_ ContainerPrimaries_ChromaFormat_xxx.yyy
with
· Name: 	sequence name 
· Resolution: 	picture size (e.g. 1920x1080p)
· Fps: 	frame rate in frames per second
· Format: 	format of the samples (e.g. ff for 32-bit floating point, hf for half-float 16-bit floating point, 10 for 10-bit integer)
· Content primaries: 	colour primaries of the colour volume of the content, e.g. ITU-R Recommendations BT.709 [2] and BT.2020 [3], SMPTE ST 428-1:2006 P3 with D65 white point (P3D65)[footnoteRef:1] [1:  This corresponds to the colour primaries of the native content. The container may correspond to the primaries of a wider colour space. ] 

· Container primaries:	colour primaries of the container (when different from the content primaries), e.g. ITU-R Recommendations BT.709 [2] and BT.2020 [3], SMPTE ST 428-1:2006 P3 with D65 white point (P3D65)
· Chroma format:	e.g. 4:2:0, 4:2:2, or 4:4:4 (when applicable; for instance TIFF format involves 4:4:4 interleaved)
· xxx: 	frame number (when applicable)
· yyy:	exr, tif, tiff or yuv

Test sequences 
All the test sequences have the following characteristics:
· Resolution: 1920x1080 progressive
· Colour format: RGB 4:4:4 
The test sequences considered for the evaluation tests are listed in Table 1. Classes with a single capital letter correspond to sequences provided in BT.2020 and P3D65 containers. Classes with a single capital prime letter correspond to sequences provided in the BT.709 container.
[bookmark: _Ref286015639][bookmark: _Ref412072316]Table 1: HDR test sequences.
	Class
	seq 
	gamut 
	TF
	Sequence name
	fps
	Frames 

	A
	S00
	BT.709
	Linear
	FireEater2Clip4000r1_1920x1080p_25_hf_709_ct2020_444_xxx.exr 
	25
	0-199

	
	S01
	BT.709
	Linear
	Tibul2Clip4000r1_1920x1080p_30_hf_709_ct2020_444_xxx.exr
	30
	0-239

	
	S02
	BT.709
	Linear
	Market3Clip4000r2_1920x1080p_50_hf_709_ct2020_444_xxx.exr
	50
	0-399

	B
	S03
	P3D65
	PQ12b
	AutoWeldingClip4000_1920x1080p_24_12_P3_ct2020_xxx.tif 
	24
	0-426

	
	S04
	P3D65
	PQ12b
	BikeSparklersClip4000_1920x1080p_24_12_P3_ct2020_xxx.tif
	24
	0-479

	C
	S05
	P3D65
	PQ12b
	ShowGirl2TeaserClip4000_1920x1080p_25_12_P3_ct2020_xxx.tif
	25
	0-338

	D
	S06
	P3D65
	PQ12b
	StEM_MagicHour_1920x1080p_24_12_P3_xxx.tif 
	24
	3527 to 3887

	
	S07
	P3D65
	PQ12b
	StEM_WarmNight_1920x1080p_24_12_P3_xxx.tif 
	24
	6280 to 6640

	G
	S08
	BT.709
	Linear
	BalloonFestival_1920x1080p_24_hf_709_ct2020_444_xxx.exr
	24
	0-239

	A’
	S09
	BT.709
	Linear
	FireEater2Clip4000r1_1920x1080p_25_hf_709_444_xxx.exr 
	25
	0-199

	
	S10
	BT.709
	Linear
	Tibul2Clip4000r1_1920x1080p_30_hf_709_444_xxx.exr
	30
	0-239

	
	S11
	BT.709
	Linear
	Market3Clip4000r2_1920x1080p_50_hf_709_444_xxx.exr
	50
	0-399



Material originally in a P3D65 container will be evaluated after direct conversion into a BT.2020 container, as specified in section B.1.5.1.2.2. Direct conversion is used to preserve as much as possible the characteristics of the original signal without introducing unnecessary distortion through quantization.
To evaluate the backward compatibility feature with an input SDR version, 4:2:0 10-bit YCbCr SDR (BT.709) versions of the HDR sequences are provided. Classes with double capital letters relate to the SDR content corresponding to the HDR version indicated in Table 1 using single capital letter. Two types of SDRs versions are used:
· One SDR version generated using an automatic generation process from its corresponding HDR version. The sequences corresponding to this version are listed in Table 2 and are identified as SAxx, where xx is the number of the sequence.
· A second SDR version generated using a manual colour grading process from its corresponding HDR version. The sequences corresponding to this version are listed in Table 3 and are identified as SCxx, where xx is the number of the sequence.
[bookmark: Table2]Table 2: SDR sequences derived from an automatic process
	Class
	Seq
	Sequence name
	fps
	Frames 

	AA
	SA00
	FireEater2Clip4000r1_AG_1920x1080p_25_10_709_420.yuv
	25
	0-199

	
	SA01
	Tibul2Clip4000r1_AG_1920x1080p_30_10_709_420.yuv
	30
	0-239

	
	SA02
	Market3Clip4000r2_AG_1920x1080p_50_10_709_420.yuv
	50
	0-399

	GG
	SA08
	BalloonFestival_AG_1920x1080p_24_10_709_420.yuv
	24
	0-239



[bookmark: _Ref412072296]Table 3: SDR sequences derived from a manual colour grading.
	Class
	Seq
	Sequence name
	fps
	Frames 

	AA
	SC00
SC01
SC02
	FireEater2Clip4000r1_CG_1920x1080p_25_10_709_420.yuv
Tibul2Clip4000r1_CG_1920x1080p_30_10_709_420.yuv
Market3Clip4000r2_CG_1920x1080p_50_10_709_420.yuv
	25
30
50
	0-199
0-239
0-399

	BB
	SC03
SC04
	AutoWeldingClip4000_CG_1920x1080p_24_10_709_420.yuv
BikeSparklersClip4000_CG_1920x1080p_24_10_709_420.yuv
	24
24
	0-426
0-479

	CC
	SC05
	ShowGirl2TeaserClip4000_CG_1920x1080p_25_10_709_420.yuv
	25
	0-338

	DD
	SC06
	StEM_MagicHour_CG_1920x1080p_24_10_709_444_xxx.tif 
	24
	3527 to 3887

	
	SC07
	StEM_WarmNight_CG_1920x1080p_24_10_709_444_xxx.tif
	24
	6280 to 6640

	GG
	SC08
	BalloonFestival_CG_1920x1080p_24_10_709_420.yuv
	24
	0-239



The visual tests to be performed for category 2 will be based on the input SDR sequences SA00, SA01, SA02, SA08 mentioned in Table 2 and SC03, SC04, SC05, SC06, SC07 mentioned in Table 3. 
Notes: 
· The StEM (S06, SC06, S07, SC07) and ShowGirl2Teaser (S05, SC05) sequences use letter box. Cropping is required for the derivation of objective metrics. 
· For StEM, the objective metrics for those sequences have to be computed in the cropping window delimited by pixels (column=0, row=140)  to  (column=1919, row=939). 
· For ShowGirl2Teaser, the objective metrics have to be computed in the cropping window delimited by pixels (column=10, row=10)  to  (column=1909, row=1069). 
The proponents shall refer to the configuration files HDRMetric_CfE_ShowGirl.cfg and HDRMetric_CfE_StEM.cfg provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package. The metrics to be reported are the window metrics (indicated by a ‘w’ in the reported metrics from HDRMetrics tool).
· The TIFF sequences have to be converted to Y’CbCr 4:2:0 10b format before encoding, as described in section B.1.5.1.3.
[bookmark: _Ref245059249]Coding Conditions 
Random Access (RA) coding constraint conditions shall be used, defined as follows.
A structural delay of processing units not larger than 8-picture "groups of pictures (GOPs)" (e.g., dyadic hierarchical B usage with 4 levels). Random access intervals of 1.1 seconds or less will be used (Intra random access pictures, corresponding to the parameter ‘IntraPeriod’ in the HM or SHM configuration files,  are introduced into the bit stream every 24, 24, 32, and 48 pictures for 24 fps, 25 fps, 30 fps, and 50 fps sequences, respectively). The parameter ‘IntraPeriod’ must be set accordingly in the configuration file based on the frame rate of each considered sequence.
Test sequences and operational points 
Several categories of responses are considered for the CfE.
· Category 1 relates to compression efficiency improvement over HEVC Main10 Profile for HDR with BT.709 and P3D65 content.
· Category 2 relates to backward compatible solutions for HDR with BT.709 and P3D65 content.
· Category 3 relates to optimization of the performance of Main10 profile and Scalable Main 10 profile. 
Category 1 anchors
Category 1 anchors are generated according to the process described in section B.1.4.3. The Category 1 HDR bit streams are generated based on the HEVC Main 10 Profile, using BT.2020 colour primaries and NCL Y’CbCr colour space conversion, the ST 2084 Transfer Function, fixed QP values, that produce the overall rates of Table 4. 
The Category 1 bit streams provided by the proponents must not exceed the exact bit rates achieved by the anchors. These exact bit rates are provided in the attached document CfE_responses_template.xls, in the worksheet ‘CT.2020’.
[bookmark: _Ref412072272][bookmark: _Ref392570407][bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]Table 4: Target rate points for category 1 anchors (kbits/s) not to be exceeded.
	Class
	Seq
	Sequence name 
	Rate 1
	Rate 2
	Rate 3
	Rate 4

	A
	S00
	FireEater2Clip4000r1
	1922
	1260
	812
	521

	
	S01
	Tibul2Clip4000r1 
	6101
	2503
	970
	403

	
	S02
	Market3Clip4000r2 
	7913
	4224
	2311
	1248

	B
	S03
	AutoWeldingClip4000
	3157
	1383
	778
	454

	
	S04
	BikeSparklersClip4000
	6119
	4085
	2184
	1261

	C
	S05
	ShowGirl2TeaserClip4000
	3316
	1652
	971
	574

	D
	S06
	StEM_MagicHour
	3959
	2205
	1302
	771

	
	S07
	StEM_WarmNight
	2441
	1328
	780
	462

	G
	S08
	BalloonFestival
	6644
	3767
	2156
	1276



[bookmark: _Ref412062465]Category 2 anchors
For anchors of category 2, an SDR version as well as an HDR version are provided for several of the HDR sequences, as shown in Table 2 and Table 3. These versions are inputs to the encoding process, whereas the decoder also has to produce both an SDR version and an HDR version. SHVC is used for the Category 2 anchors, as described in section B.1.3.2.2.
HEVC conforming SDR base layer anchors and HDR anchors (video and compressed bit streams) will be provided. The response to the call must use the provided base layer anchors (video and compressed bit streams) as base layers.  
[bookmark: _Ref406598066]SDR anchors
For each test sequence from Table 2 and Table 3, 4 SDR base layer (BL) bit streams are generated, using 4 different fixed QPs (QP1, QP2, QP3, QP4), that correspond to the QP of the corresponding HDR version increased by 2. Category 2 SDR anchors are generated based on the HEVC Main 10 Profile, according to the process described in section B.1.4.2.
The proponents must use the SDR bit streams as input to their encoder. The exact bit rates are provided in the attached document CfE_responses_template.xls, in the worksheet ‘SHVC’.
Table 5: Rate points for category 2 SDR anchors (kbit/s)
	Class
	Seq
	Sequence name 
	Rate 1
(QP1)
	Rate 2
(QP2)
	Rate 3
(QP3)
	Rate 4
(QP4)

	AA
	SA00
	FireEater2Clip4000r1_AG
	1884
	1213
	787
	504

	
	SA01
	Tibul2Clip4000r1_AG 
	5401
	2148
	886
	413

	
	SA02
	Market3Clip4000r2_AG
	8119
	4318
	2388
	1309

	GG
	SA08
	BalloonFestival_AG
	7117
	3985
	2327
	1394

	AA
	SC00
	FireEater2Clip4000r1_CG
	2017
	1308
	857
	552

	
	SC01
	Tibul2Clip4000r1_CG
	4624
	1870
	781
	373

	
	SC02
	Market3Clip4000r2_CG
	8382
	4400
	2413
	1309

	BB
	SC03
	AutoWeldingClip4000_CG
	2683
	1357
	773
	468

	
	SC04
	BikeSparklersClip4000_CG
	6036
	4289
	2391
	1434

	CC
	SC05
	ShowGirl2TeaserClip4000_CG
	3265
	1832
	1089
	660

	DD
	SC06
	StEM_MagicHour_CG
	4187
	2290
	1352
	827

	
	SC07
	StEM_WarmNight_CG
	2735
	1479
	881
	536

	GG
	SC08
	BalloonFestival_CG
	6962
	3882
	2246
	1340



[bookmark: _Ref406146581]SHVC anchors
For each SDR anchor stream (the base layer) two different enhancement layer (EL) HDR bit streams are generated. One HDR bit stream contains an HDR enhancement layer with QP (QP_EL1) equal to the QP of the base layer (QP_BL) minus 2 (dQP1 = -2). The second HDR bit stream contains an HDR enhancement layer with QP (QP_EL2) same as that of the base layer (dQP2 = 0). This is shown in the Table 6.

[bookmark: _Ref412072437][bookmark: _Ref406333777]Table 6: QPs for SHVC SDR BL and HDR EL of category 2.
	Base layer SDR
YCbCr 4:2:0 1080p 10-bit BT.709
	Enhancement layer HDR
YCbCr 4:2:0 1080p 10-bit BT.2020

	QP_BL={QP1, QP2 ,QP3, QP4}
	QP_EL1={QP1+ dQP1, QP2+ dQP1, QP3+ dQP1, QP4+ dQP1}

	QP_BL={QP1, QP2 ,QP3, QP4}
	QP_EL2={QP1+dQP2, QP2+ dQP2, QP3+ dQP2, QP4+ dQP2}



Category 2 SHVC anchors are generated based on the HEVC Scalable Main 10 Profile as described in section B.1.4.4. The bit rates for the SHVC anchors (SDR base layer + HDR enhancement layer) are given in Table 7. The exact SHVC bit rates are provided in the attached document CfE_responses_template.xls, in the worksheet ‘SHVC’. The bit streams provided by the proponents (SDR base layer + HDR enhancement layer) must not exceed the exact bit rates achieved by the anchors.
[bookmark: _Ref412072307][bookmark: _Ref406596698]Table 7: Rate points for category 2 SHVC (SDR+HDR) anchors (kbits/s) not to be exceeded.
	Class
	Seq SDR
	Seq HDR
	Sequence name
	Rate 1
	Rate 2
	Rate 3
	Rate 4

	
	
	
	QP_EL1
	QP1+
dQP1
	QP2+
dQP1
	QP3+
dQP1
	QP4+
dQP1

	A
	SA00
	S00
	FireEater2Clip4000r1
	2706
	1720
	1096
	694

	
	SA01
	S01
	Tibul2Clip4000r1 
	7554
	3028
	1180
	519

	
	SA02
	S02
	Market3Clip4000r2 
	10832
	5489
	2922
	1558

	G
	SA08
	S08
	BalloonFestival
	9389
	4927
	2706
	1557

	A
	SC00
	S00
	FireEater2Clip4000r1
	3254
	2080
	1320
	823

	
	SC01
	S01
	Tibul2Clip4000r1 
	7839
	3161
	1261
	555

	
	SC02
	S02
	Market3Clip4000r2 
	11201
	5645
	2999
	1591

	B
	SC03
	S03
	AutoWeldingClip4000
	4648
	2129
	1240
	686

	
	SC04
	S04
	BikeSparklersClip4000
	8163
	5431
	2830
	1637

	C
	SC05
	S05
	ShowGirl2TeaserClip4000
	5071
	2558
	1482
	883

	D
	SC06
	S06
	StEM_MagicHour
	5364
	2836
	1637
	973

	
	SC07
	S07
	StEM_WarmNight
	3413
	1752
	1016
	609

	G
	SC08
	S08
	BalloonFestival
	10880
	5759
	3157
	1802

	
	
	
	QP_EL2
	QP1+
dQP2
	QP2+
dQP2
	QP3+
dQP2
	QP4+
dQP2

	A
	SA00
	S00
	FireEater2Clip4000r1
	2284
	1440
	920
	589

	
	SA01
	S01
	Tibul2Clip4000r1 
	6152
	2409
	988
	465

	
	SA02
	S02
	Market3Clip4000r2 
	9218
	4763
	2578
	1403

	G
	SA08
	S08
	BalloonFestival
	8125
	4330
	2462
	1452

	A
	SC00
	S00
	FireEater2Clip4000r1
	2805
	1770
	1118
	702

	
	SC01
	S01
	Tibul2Clip4000r1 
	6519
	2565
	1037
	474

	
	SC02
	S02
	Market3Clip4000r2 
	9342
	4772
	2572
	1384

	B
	SC03
	S03
	AutoWeldingClip4000
	3629
	1804
	1001
	604

	
	SC04
	S04
	BikeSparklersClip4000
	6744
	4708
	2549
	1513

	C
	SC05
	S05
	ShowGirl2TeaserClip4000
	4213
	2286
	1341
	809

	D
	SC06
	S06
	StEM_MagicHour
	4646
	2501
	1457
	885

	
	SC07
	S07
	StEM_WarmNight
	2989
	1587
	937
	569

	G
	SC08
	S08
	BalloonFestival
	9135
	4794
	2659
	1530



Category 3 anchors
Two sub-categories of anchors for category 3 are considered, Category 3a and Category 3b.
Category 3a anchors comprise the anchors from category 1 plus the anchors for class A’. 
For class A, B, C, D, E, and G considered in category 1, the same anchors generation process as for category 1 is used. 
For class A’, anchors are generated according to the process described in section B.1.4.3. The class A’ HDR bit streams are generated based on the HEVC Main 10 Profile, using BT.709 colour primaries container and NCL Y’CbCr colour space conversion, the ST 2084 Transfer Function, and fixed QP values, which produce the overall rates of Table 8. 
[bookmark: _Ref412072454][bookmark: _Ref406151479]Table 8: Target rate points for class A’ anchors (kbits/s) not to be exceeded.
	Class
	Seq
	Sequence name
	Rate 1
	Rate 2
	Rate 3
	Rate 4

	A’
	S09
	FireEater2Clip4000r1_1920x1080p_25_hf_709_444 
	2067
	1337
	850
	542

	
	S10
	Tibul2Clip4000r1_1920x1080p_30_hf_709_444
	5300
	2190
	881
	379

	
	S11
	Market3Clip4000r2_1920x1080p_50_hf_709_444
	9172
	4686
	2512
	1337



Category 3b anchors are the same as those in Category 2.
Anchor generation process
Conversion software HDRConvert
The different conversions required in the generation of anchors are done using the HDRConvert tool from the HDRTools software package, tag 0.9. This tool is accessible at the following location using the most recent MPEG meeting login/password credentials:
http://wg11.sc29.org/svn/repos/Explorations/XYZ/HDRTools/tags/0.9
[bookmark: _Ref401865552]SDR Anchor generation process
The SDR anchors are based on the HEVC Main 10 profile, which implies encodings using 4:2:0 subsampling and 10 bits per channel. 
The encoding is performed with SHM7.0, configured in 4:2:0 and single layer encoding settings.
An example configuration file CfE_encoder_randomaccess_main10_SingleLayer.cfg is given in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package.
[bookmark: _Ref386356242]HDR Anchor generation process
The HDR anchors are based on the HEVC Main 10 profile, which implies encodings using 4:2:0 subsampling and 10 bits per channel. The Y’CbCr colour space shall be used. 
The encoding is performed with HM16.2, configured in 4:2:0 with the following settings:
· The macro RExt__HIGH_BIT_DEPTH_SUPPORT is set to 1, which results in
· FULL_NBIT set to 1
· RExt__HIGH_PRECISION_FORWARD_TRANSFORM set to 1
· Using Random Access (RA) configuration from HEVC common test conditions.
[bookmark: _Ref401889372]
An example configuration file CfE_encoder_randomaccess_main10_HDR.cfg is given in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package.

[bookmark: _Ref406348044]SHVC Anchor generation process
The SHVC anchors are based on the HEVC Scalable Main 10 profile. The Y’CbCr colour space shall be used. 
The encoding is performed with SHM7.0, configured in 4:2:0.

An example configuration file CfE_encoder_randomaccess_main10_TwoLayers.cfg is given in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package.

Conversion process
Conversion process for HDR and SDR anchors 
[bookmark: _Ref412139820]RGB linear-light format with BT.709 or BT.2020 primaries for HDR anchor
If the input is in a half float 4:4:4 RGB linear-light format (e.g. OpenEXR), the bit streams shall be generated using the coding / decoding chain illustrated in Figure B.1.
The conversion to 4:2:0 10 bits Y’CbCr is obtained with the HDRConvert tool using one of the configuration files provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package, namely HDRConvertEXR709ToYCbCr420.cfg or HDRConvertEXR2020ToYCbCr420.cfg, depending on the content container primaries (BT.709 or BT.2020). It consists of the following steps:
· Convert half precision floating point data to single precision floating point data (not illustrated).
· Map using the PQ transfer function (PQ-TF) [4][5] from RGB (float) to R’G’B’ (float) by invoking Section B.1.5.3.1. 
· Convert from R’G’B’ (float) to Y’CbCr  by invoking section B.1.5.3.2 if the sequence is in BT.709 container, or section B.1.5.3.3 if the sequence is in BT.2020 container.
· Quantize from Y’CbCr (float) into DY’DCbDCr (10bit) by invoking Section B.1.5.4, with BitDepthY and BitDepthC set to 10.
· Downsample both chroma components from 4:4:4 DY’DCbDCr (10bit) to 4:2:0 DY’DCbDCr (10bit) by invoking Section B.1.5.5.
Note: 	Dxx stands for Digitized version of signal xx. R'G'B' or Y'CbCr stands for normalized value within [0,1].
The reverse conversion is obtained with the HDRConvert tool using one of the configuration files provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package, i.e. HDRConvertYCbCr420ToEXR709.cfg or HDRConvertYCbCr420ToEXR2020.cfg, depending on the content container primaries (BT.709 or BT.2020). The process consists of the following steps:
· Upsample both chroma components from 4:2:0 DY’DCbDCr (10bit) to 4:4:4 DY’DCbDCr (10bit) by invoking Section B.1.5.6.
· Inverse quantize from DY’DCbDCr (10bit) into Y’CbCr (float) by invoking section B.1.5.7, with BitDepthY and BitDepthC set to 10.
· Convert from Y’CbCr (float) to R’G’B’ (float) by invoking section B.1.5.8.1 if the sequence is in a BT.709 container, or section B.1.5.8.2 if the sequence is in a BT.2020 container.
· Inverse map using the inverse PQ-TF from R’G’B’ (float) to RGB (float) by invoking Section B.1.5.8.3.
· Convert, if needed, the data from single precision floating point numbers to half precision floating point numbers using appropriate rounding operations (not illustrated).



[bookmark: _Ref412192296]Figure B.1: Simplified encoding / decoding chains when input HDR video is RGB linear light.

[bookmark: _Ref401889374][bookmark: _Ref408849864][bookmark: OLE_LINK97][bookmark: OLE_LINK98][bookmark: OLE_LINK99][bookmark: OLE_LINK76][bookmark: OLE_LINK77]Input 4:4:4 DR’DG’DB’ PQ-TF 12bit for HDR Anchor
If the input is using a 4:4:4 PQ-TF 12bit DR’DG’DB’ format, the bit streams shall be generated using the coding / decoding chain illustrated in Figure B.2.
[bookmark: OLE_LINK14][bookmark: OLE_LINK15]Input 4:4:4 DR’DG’DB’ PQ-TF 12bit in BT. 2020 container
[bookmark: OLE_LINK27][bookmark: OLE_LINK28][bookmark: OLE_LINK29][bookmark: OLE_LINK22][bookmark: OLE_LINK23][bookmark: OLE_LINK24][bookmark: OLE_LINK72][bookmark: OLE_LINK73][bookmark: OLE_LINK25][bookmark: OLE_LINK26][bookmark: OLE_LINK6][bookmark: OLE_LINK7][bookmark: OLE_LINK8]The conversion to 4:2:0 10 bits Y’CbCr is obtained with the HDRConvert tool using one of the configuration files provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package, namely HDRConvertBT2020TiffToYCbCr420.cfg, to convert to Y'CbCr. 
The process consists of the following steps:
· [bookmark: OLE_LINK4][bookmark: OLE_LINK5]Convert from 12bit DR’DG’DB’ into normalized R’G’B’ by invoking section B.1.5.10.1.
· [bookmark: OLE_LINK30][bookmark: OLE_LINK31]Convert from R’G’B’ (BT. 2020) to Y’CbCr by invoking section B.1.5.3.3.
· Quantize from Y’CbCr (float) into DY’DCbDCr (10bit) by invoking Section B.1.5.4, with BitDepthY and BitDepthC set to 10.
· Downsample both chroma components from 4:4:4 DY’DCbDCr (10bit) to 4:2:0 DY’DCbDCr (10bit) by invoking Section B.1.5.5.
The reverse conversion is obtained by applying the following steps and the output is DR’DG’DB’ PQ-TF 12b in BT. 2020 container. It can be obtained with the HDRConvert tool using one of the configuration files provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package, namely HDRConvertYCbCr420ToBT2020Tiff.cfg. 
· Upsample both chroma components from 4:2:0 DY’DCbDCr (10bit) to 4:4:4 DY’DCbDCr (10bit) by invoking Section B.1.5.6.
· Inverse quantize from DY’DCbDCr (10bit) into Y’CbCr (float) by invoking section B.1.5.7, with BitDepthY and BitDepthC set to 10.
· Convert from Y’CbCr (float) to R’G’B’ (float) (BT. 2020) by invoking section B.1.5.8.2.
· Quantize normalized R'G'B' into 12bit DR’DG’DB’ in BT.2020 container by invoking section B.1.5.10.2.


[bookmark: _Ref412193366]Figure B.2: Simplified encoding / decoding chains when 
the input HDR video is in 4:4:4 R'G'B' PQ-TF 12bit.
[bookmark: _Ref276911833][bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: _Ref402510188][bookmark: OLE_LINK12][bookmark: OLE_LINK13]Input 4:4:4 DR’DG’DB’ PQ-TF 12bit in P3D65 container
The conversion to 4:2:0 10 bits Y’CbCr is obtained with the HDRConvert tool using one of the configuration files provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package, namely HDRConvertP3D65TiffToYCbCr420.cfg to convert to Y'CbCr. It consists of the following steps:
· Convert from PQ-TF P3D65 12bit DR’DG’DB’ into normalized R’G’B’ by invoking section B.1.5.10.1.
· Convert R’G’B’ PQ-TF P3D65 to RGB P3D65 by invoking section B.1.5.8.3.
· Convert from RGB P3D65 to RGB BT.2020 by invoking section B.1.5.9.4. 
· Convert from RGB BT.2020 to R'G'B' PQ-TF BT.2020 by invoking section B.1.5.3.1.
· Convert from R’G’B’ (BT. 2020) to Y’CbCr by invoking section B.1.5.3.3.
· Quantize from Y’CbCr (float) into DY’DCbDCr (10bit) by invoking Section B.1.5.4, with BitDepthY and BitDepthC set to 10.
· Downsample both chroma components from 4:4:4 DY’DCbDCr (10bit) to 4:2:0 DY’DCbDCr (10bit) by invoking Section B.1.5.5.
[bookmark: _Ref406600392][bookmark: _Ref408849840]Conversion from 4:4:4 DR’DG’DB’ BT.709 12bit TIFF to YCbCr 4:2:0 10b BT.709 for SDR anchor
The conversion to 4:2:0 10 bits Y’CbCr is obtained with the HDRConvert tool using one of the configuration files provided in the directory ‘bin\CfE_cfgFiles’ of the HDRTools package, namely HDRConvertSDRTiffToYCbCr420.cfg, to convert to Y'CbCr. 
The process consists of the following steps:
· Convert from 12bit DR’DG’DB’ into normalized R’G’B’ by invoking section B.1.5.11.1.
· Convert from R’G’B’ (BT. 709) to Y’CbCr by invoking section B.1.5.3.2.
· Quantize from Y’CbCr (float) into DY’DCbDCr (10bit) by invoking Section B.1.5.4, with BitDepthY and BitDepthC set to 10.
· Downsample both chroma components from 4:4:4 DY’DCbDCr (10bit) to 4:2:0 DY’DCbDCr (10bit) by invoking Section B.1.5.5.
Colour space conversion from RGB to XYZ 
[bookmark: _Ref386356152]RGB with BT.709 primaries to XYZ
· X = 0.412391 * R + 0.357584 * G + 0.180481 * B
· Y = 0.212639 * R + 0.715169 * G + 0.072192 * B
· Z = 0.019331 * R + 0.119195 * G + 0.950532 * B

[bookmark: _Ref386356162]RGB with BT.2020 primaries to XYZ 
· [bookmark: OLE_LINK20][bookmark: OLE_LINK21]X = 0.636958 * R + 0.144617 * G + 0.168881 * B
· Y = 0.262700 * R + 0.677998 * G + 0.059302 * B
· Z = 0.000000 * R + 0.028073 * G + 1.060985 * B

Colour transformation from RGB to Y’CbCr
[bookmark: _Ref386355856]Conversion from RGB to R’G’B’ 
· R’ = PQ_TF(max(0, min(R/10000,1)) )
· G’ = PQ_TF(max(0, min(G/10000,1)) )
· B’ = PQ_TF(max(0, min(B/10000,1)) )
with		
			
			
			
			
			

[bookmark: _Ref386355989]R’G’B’ with BT.709 primaries to Y’CbCr
The ITU-R BT.709 standard specifies the following conversion process from R’G’B’ to Y’CbCr (non-constant luminance representation):
· Y’ = 0.2126 * R’ + 0.7152 * G’ + 0.0722 * B’
· 
· 
The above can also be implemented using the following approximate conversion that avoids the division for the Cb and Cr components: 
· Y’ =  0.212600 * R’ + 0.715200 * G’ + 0.072200 * B’
· Cb = -0.114572 * R’ - 0.385428 * G’ + 0.500000 * B’
· Cr =  0.500000 * R’ - 0.454153 * G’ - 0.045847 * B’
The above method, without division, is the method recommended to use for participation in this activity and for the generation of the current test anchors.

[bookmark: _Ref386355873]R’G’B' with BT.2020 primaries to Y’CbCr 
The ITU-R BT.2020 standard specifies the following conversion process from R’G’B’ to Y’CbCr (non-constant luminance representation):
· Y’ = 0.2627 * R’ + 0.6780 * G’ + 0.0593 * B’
· 
· 
[bookmark: _Ref394913661]The above can also be implemented using the following approximate conversion that avoids the division for the Cb and Cr components: 
· Y’ =  0.262700 * R’ + 0.678000 * G’ + 0.059300 * B’
· Cb = -0.139630 * R’ - 0.360370 * G’ + 0.500000 * B’
· Cr =  0.500000 * R’ - 0.459786 * G’ - 0.040214 * B’
The above method, without division, is the method recommended to use for participation in this activity and for the generation of the current test anchors.
[bookmark: _Ref401866214]Quantization from Y’CbCr into DY’DCbDCr
This process quantizes the input Y’CbCr signal into a signal of bit-depth BitDepthY for the Y component and BitDepthC for the chroma components (Cb, Cr).
· 
· 
· 
with
	Round( x ) = Sign( x ) * Floor( Abs( x ) + 0.5 )
Sign ( x ) = -1 if x < 0, 0 if x=0, 1 if x > 0
	Floor( x )	the largest integer less than or equal to x
	Abs( x ) = x if x>=0, -x if x<0
Clip1Y( x ) = Clip3( 0, ( 1  <<  BitDepthY ) − 1, x )
Clip1C( x ) = Clip3( 0, ( 1  <<  BitDepthC ) − 1, x )
Clip3( x,y,z ) = x if z<x, y if z>y, z otherwise

[bookmark: _Ref386355884]Chroma downsampling from 4:4:4 to 4:2:0
The chroma samples alignment is as follows:


	Phase k
	Coefs  c1[k]
4:4:4  4:2:2
(phase=0)
	Coefs c2[k]
4:2:2  4:2:0
(phase=0.5)

	-1
	1
	0

	0
	6
	4

	1
	1
	4



· Define shift = 6 and offset = 32.
· Let H and W be the input picture height and width in chroma samples. For i = 0..H-1, j = 0..W/2-1, the intermediate samples f[ i ][ j ] are derived from the input samples s[ i ][ j ] as follows:

with	Clip3( x,y,z ) = x if z<x, y if z>y, z otherwise

· For i = 0..H/2-1, j = 0..W/2-1, the output samples r[ i ][ j ] are derived from the intermediate samples f[ i ][ j ] as follows:

[bookmark: _Ref394915308]Chroma upsampling from 4:2:0 to 4:4:4 (Y’CbCr domain)
The upsampling filter used is the same for both horizontal and vertical processes. First, vertical filtering is applied on the 4:2:0 picture, then horizontal filtering.
Filter coefficients values are as follows:   
	Phase
	-2
	-1
	0
	1

	Coef c[k]
	-4
	36
	36
	-4

	Coef d0[k]
	-2
	16
	54
	-4

	Coef d1[k]
	-4
	54
	16
	-2



Define shift1 = 6, offset1 = 32, shift2 = 12, offset2 = 2048.
Let H and W be the input picture height and width in chroma samples. For i = 0..H-1, j = 0..W-1, the intermediate samples f[ i ][ j ] are derived from the input samples s[ i ][ j ] as follows:


For i = 0..2*H-1, j = 0..W-1, the output samples r[ i ][ j ] are derived from the intermediate  samples f[ i ][ j ] as follows:



[bookmark: _Ref389555540]Inverse Quantization from DY’ DCbDCr  into Y’CbCr
This process dequantizes the input signal represented on BitDepthY bits for the Y component and BitDepthC bits for the chroma components (Cb, Cr) into a (float) signal Y’CbCr.
· 
· 
· 

with	
ClipY’ (x) = Clip3 ( 0, 1.0, x)
	ClipC (x) = Clip3 ( -0.5, 0.5, x)
	Clip3( x,y,z ) = x if z<x, y if z>y, z otherwise

Colour transformation from Y’CbCr to RGB
[bookmark: _Ref389553752]Y’CbCr to R’G’B’ with BT.709 primaries 
· R’ = clipRGB(Y’ + 1.57480 * Cr)
· G’ = clipRGB(Y’ – 0.18733 * Cb – 0.46813 * Cr)
· B’ = clipRGB(Y’ + 1.85563 * Cb)

[bookmark: _Ref389555755]Y'CbCr to R’G’B' with BT.2020 primaries 
· R’ = clipRGB(Y’ + 1.47460 * Cr)
· G’ = clipRGB(Y’ – 0.16455 * Cb – 0.57135 * Cr)
· B’ = clipRGB(Y’ + 1.88140 * Cb)

[bookmark: OLE_LINK109][bookmark: OLE_LINK110]with clipRGB( x ) = Clip3( 0, 1, x )
Clip3( x,y,z ) = x if z<x, y if z>y, z otherwise

[bookmark: _Ref389553829][bookmark: OLE_LINK16][bookmark: OLE_LINK17][bookmark: OLE_LINK18][bookmark: OLE_LINK19]Conversion from R’G’B’ to RGB
· R = 10000*inversePQ_TF(R’)
· G = 10000*inversePQ_TF(G’)
· B = 10000*inversePQ_TF(B’)
with  

Colour space container conversion 
This section describes the process of converting RGB samples encoded in and limited by one particular colour space, e.g. ITU-R Recommendation BT.709, BT.2020, or P3D65, into another RGB colour space specified with different primaries. We are particularly interested in the conversion of RGB BT.709 as well as RGB P3D65 samples into RGB BT.2020 samples and vice versa.
RGB conversion: from BT.2020 to BT.709 
It is essential when displaying data on a display that can only operate with BT.709 primaries to appropriately convert them in that space before display. To do so, this can be done using either a two-step conversion process, from the current colour space of the data (i.e. ITU-R BT.2020) to XYZ, followed by a subsequent conversion to BT.709, or using a single step process. In particular, the two-step conversion process can be applied as follows:
· Conversion from R2020G2020B2020 to XYZ: 
· X = 0.636958 * R2020 + 0.144617 * G2020 + 0.168881 * B2020
· Y = 0.262700 * R2020 + 0.677998 * G2020 + 0.059302 * B2020
· Z = 0.000000 * R2020 + 0.028073 * G2020 + 1.060985 * B2020

· Conversion from XYZ to R709G709B709 (BT.709): 
· [bookmark: OLE_LINK78]R709 = clipRGB( 3.240970 * X - 1.537383 * Y - 0.498611 * Z )
· G709 = clipRGB( -0.969244 * X + 1.875968 * Y + 0.041555 * Z )
· B709 = clipRGB( 0.055630 * X - 0.203977 * Y + 1.056972 * Z )
The above could be converted into a single step by combining the two matrix conversions above into a single matrix. This would result in the following, high precision matrix conversion:
· R709 = clipRGB(	1.660490254890140 * R2020 
	- 0.587638564717282 * G2020 - 0.072851975229213 * B2020 )
· G709 = clipRGB(	-0.124550248621850 * R2020 
	+ 1.132898753013895 * G2020 - 0.008347895599309 * B2020 )
· B709 = clipRGB(	-0.018151059958635 * R2020 
	- 0.100578696221493 * G2020 + 1.118729865913540 * B2020 )
We currently would recommend the single step approach, as above, for the conversion of RGB BT.2020 material to RGB BT.709.

RGB conversion: from P3D65 to BT.709 
This conversion can be done using either a two-step conversion process, from the current colour space of the data (i.e. P3D65) to XYZ, followed by a subsequent conversion to BT.709, or using a single step process. In particular, the two-step conversion process can be applied as follows:
· Conversion from RP3GP3BP3 (P3D65) to XYZ:
· X = 0.486571 * RP3 + 0.265668 * GP3 + 0.198217 * BP3
· Y = 0.228975 * RP3 + 0.691739 * GP3 + 0.079287 * BP3
· Z = 0.000000 * RP3 + 0.045113 * GP3 + 1.043944 * BP3

· Conversion from XYZ to R709G709B709 (BT.709):
· R709 = clipRGB( 3.240970 * X - 1.537383 * Y - 0.498611 * Z )
· G709 = clipRGB( -0.969244 * X + 1.875968 * Y + 0.041555 * Z )
· B709 = clipRGB( 0.055630 * X - 0.203977 * Y + 1.056972 * Z )
The above could be converted into a single step by combining the two matrix conversions above into a single matrix. This would result in the following, high precision matrix conversion:
· R709 = clipRGB(	1.224939741445000 * RP3
	- 0.224939599120000 * GP3 - 0.000001097215000 * BP3 )
· G709 = clipRGB(	-0.042056249524000 * RP3
	+ 1.042057784075000 * GP3 - 0.000000329788000 * BP3 )
· B709 = clipRGB(	-0.019637688845000 * RP3
	- 0.078636557327000 * GP3 + 1.098273664879000 * BP3 )
We currently would recommend the single step approach, as above, for the conversion of RGB P3D65 material to RGB BT.709.

RGB conversion: from BT.709 to BT.2020 
The process to convert RGB BT.709 samples to RGB BT.2020 samples is very similar to the process performed earlier for the inverse conversion. A two-step conversion involves first applying the RGB BT.709 to XYZ conversion process, followed by a conversion from XYZ to RGB BT.2020 using the appropriate conversion matrices. In particular, this is done as follows:
· Conversion from R709G709B709 (BT.709) to XYZ
· X = 0.412391 * R709 + 0.357584 * G709 + 0.180481 * B709
· Y = 0.212639 * R709 + 0.715169 * G709 + 0.072192 * B709
· Z = 0.019331 * R709 + 0.119195 * G709 + 0.950532 * B709

· Conversion from XYZ to R2020G2020B2020 (BT.2020)
· R2020 = clipRGB( 1.716651 * X – 0.355671 * Y - 0.253366 * Z )
· G2020 = clipRGB( -0.666684 * X + 1.616481 * Y + 0.015768 * Z )
· B2020 = clipRGB( 0.017640 * X - 0.042771 * Y + 0.942103 * Z )
Similarly, the single step and recommended method is as follows:
· R2020 = clipRGB( 0.627404078626 * R709 + 0.329282097415 * G709 + 0.043313797587 * B709 )
· G2020 = clipRGB( 0.069097233123 * R709 + 0.919541035593 * G709 + 0.011361189924 * B709 )
· B2020 = clipRGB( 0.016391587664 * R709 + 0.088013255546 * G709 + 0.895595009604 * B709 )

[bookmark: _Ref401870750]RGB conversion: from P3D65 to BT.2020 
The conversion process to convert RGB P3D65 samples to RGB BT.2020 is very similar to the one described in the previous section. Again, this could be done using either a two-step or a single‑step method. The two-step method is as follows:
· Conversion from RP3GP3BP3 (P3D65) to XYZ:
· X = 0.486571 * RP3 + 0.265668 * GP3 + 0.198217 * BP3
· Y = 0.228975 * RP3 + 0.691739 * GP3 + 0.079287 * BP3
· Z = 0.000000 * RP3 + 0.045113 * GP3 + 1.043944 * BP3

· Conversion from XYZ to R2020G2020B2020 (BT.2020):
· R2020 = clipRGB( 1.716651 * X – 0.355671 * Y - 0.253366 * Z )
· G2020 = clipRGB( -0.666684 * X + 1.616481 * Y + 0.015768 * Z )
· B2020 = clipRGB( 0.017640 * X - 0.042771 * Y + 0.942103 * Z )
Similarly, the single step and recommended method is as follows:
· R2020 = clipRGB( 0.753832826496 * RP3 + 0.198597635641 * GP3 + 0.047569409186 * BP3 )
· G2020 = clipRGB( 0.045744636411 * RP3 + 0.941777687331 * GP3 + 0.012478735611 * BP3 )
· B2020 = clipRGB( -0.001210377285 * RP3 + 0.017601107390 * GP3 + 0.983608137835 * BP3 )

[bookmark: OLE_LINK64][bookmark: OLE_LINK65]HDR TIFF Input files
[bookmark: OLE_LINK69][bookmark: OLE_LINK70]HDR files provided in TIFF format use a 12 bit non-linearly quantized (using PQ) RGB signal representation. The data are provided using the SDI data range (code values from 16 up to 4076) and may use either the BT.2020 or P3D65 RGB colour space (see [6][7]). Converting back and forth from non-linear quantized data to non-linear normalized data is specified in the following sections:
[bookmark: OLE_LINK66][bookmark: OLE_LINK67][bookmark: OLE_LINK68]Note: The 12 bit R'G'B' data is contained in 16 bit tiff container and the 12 most significant bits are used. 
[bookmark: _Ref392669181][bookmark: _Ref402509152][bookmark: OLE_LINK59][bookmark: OLE_LINK60]Inverse Quantization from 12bit DR’DG’DB’ into normalized PQ R’G’B’
The inverse quantization from 12bit DR’DG’DB’ into normalized R’G’B’ for PQ is achieved as follows:
· C’ = (DC’ – range_low) / (range_high - range_low) where C’ = R’, G’, B’
with range_low = 16 and range_high = 4076  

[bookmark: _Ref392669109][bookmark: _Ref402510121]Quantization from normalized R’G’B’ into 12bit PQ DR’DG’DB’
The quantization from normalized R’G’B’ to 12bit DR’DG’DB’ for PQ is achieved as follows:
· DC’  = Round((C’ + range_low) * (range_high - range_low)) where C’ = R’, G’, B’
with range_low = 16 and range_high = 4076

SDR BT. 709 TIFF Input files
SDR files provided in TIFF format use a 12 bit non-linearly quantized RGB signal representation. The data are provided using the SDI restricted data range (code values from 16 up to 4079) and use the BT.709 colour space (see [6][7]). 
Note: The 12 bit R'G'B' data is contained in 16 bit tiff container and the 12 most significant bits are used. 
[bookmark: _Ref406618398]Inverse Quantization from 12bit DR’DG’DB’ into normalized BT.709 R’G’B’
The inverse quantization from 12bit DR’DG’DB’ into normalized R’G’B’ for BT. 709 is achieved as follows:
· C’ = (DC’ – range_low) / (range_high - range_low) where C’ = R’, G’, B’
with range_low = 16 and range_high = 4079 

Quantization from normalized R’G’B’ into 12bit BT. 709 DR’DG’DB’
The quantization from normalized R’G’B’ to 12bit DR’DG’DB’ for BT. 709 is achieved as follows:
· DC’  = Round((C’ + range_low) * (range_high - range_low)) where C’ = R’, G’, B’
with range_low = 16 and range_high = 4079

[bookmark: _Ref401871394]Attached files 
The following files are attached to this document:
· CfE_responses_template.xls
· Bit rates and objective metrics for the anchors and for the proposals
· CfE_md5sums.xls
· Md5sums of the data (converted sequences, bit streams, reconstructed sequences) for the anchors and for the data provided by the proponents
Proponents identification and file names
Each Proponent submitting to the CfE will be identified with a two-digit code preceded by the letter “P” (e.g. P01 P02 … Pnn). The anchors are identified as “P00”.
Category 1 – single layer HDR
Each coded video file provided for a submission in Category 1 will be identified by a name formed by the below listed combination of letters and numbers:
PnnC1SxxRy.<filetype>
where:
· Pnn: last two digits identify the Proponent,
· C1 indicates category 1,
· Sxx: last two digits identify the original video clip used to produce the coded video, as identified in Table 1 of Annex B,
· Ry: last digit identifies the rate ‘y’, as shown in Table 4 of Annex B,
· <filetype> identifies the kind of file:
· .bit = bit stream
· EXR.zip  = zip package comprising the decoded video pictures in EXR format of the clip 
· tif.zip  = zip package comprising the decoded video pictures in tiff format of the clip
· .avi = decoded video clip in AVI format adapted to the SIM2, generated using HDRConvert from the EXR versions

The md5sum signature must be provided for each of those files, by filling the worksheet ‘proposal’ in the attached CfE_md5sums.xls file.
Category 2 – SHVC
Each coded video file provided for a submission in Category 2, SHVC part, will be identified by a name formed by the below listed combination of letters and numbers:
· for SDR content generated by an automatic grading process: PnnC2aSASxxByRz.<filetype>
· for SDR content generated by a manual colour grading process: PnnC2aSCSxxByRz.<filetype>
where:
· Pnn: last two digits identify the Proponent,
· C2a indicates category 2, SHVC part,
· Sxx: last two digits identify the original video clip used to produce the coded video, as shown in Table 1 of Annex B,
· By: last digit identifies one of the four coding rates for base layer: B1 identifies the highest rate, B4 identifies the lowest rate, as shown in Table 7 of Annex B,
· Rz: last digit identifies one of the two coding rates for EL bit streams for given base layer rate ‘By’: R1 identifies EL1 and R2 identifies EL2, as shown in Table 7 of Annex B,
· <filetype> identifies the kind of file:
· .bit = bit stream
· .zip = zip package comprising 
· EXR.zip  = zip package comprising the decoded video pictures in EXR format of the clip 
· tif.zip  = zip package comprising the decoded video pictures in tiff format of the clip
· .avi = decoded video clip in AVI format adapted to the SIM2, generated using HDRConvert from the EXR versions

The md5sum signature must be provided for each of those files, by filling the worksheet ‘proposal’ in the attached CfE_md5sums.xls file.
Category 3a – single layer HDR
Each coded video file provided for a submission in Category 3a will be identified by a name formed by the below listed combination of letters and numbers:
PnnC3aSxxRy.<filetype>
where:
· Pnn: last two digits identify the Proponent,
· C3a indicates category 3a,
· Sxx: last two digits identify the original video clip used to produce the coded video, as identified in the Table 1 of Annex B,
· Ry: last digit identifies the rate ‘y’, as shown in Table 4 and Table 8 of Annex B,
· <filetype> identifies the kind of file:
· .bit = bit stream
· .zip  = zip package comprising 
· EXR.zip  = zip package comprising the decoded video pictures in EXR format of the clip 
· tif.zip  = zip package comprising the decoded video pictures in tiff format of the clip
· .avi = decoded video clip in AVI format adapted to the SIM2, generated using HDRConvert from the EXR versions

The md5sum signature must be provided for each of those files , by filling the worksheet ‘proposal’ in the attached CfE_md5sums.xls file.

Category 3b – SHVC
Each coded video file provided for a submission in Category 3b, SHVC part, will be identified by a name formed by the below listed combination of letters and numbers:
· for SDR content generated by an automatic grading process: PnnC3bSASxxByRz.<filetype>
· for SDR content generated by a manual colour grading process: PnnC3bSCSxxByRz.<filetype>
where:
· Pnn: last two digits identify the Proponent,
· C3b indicates category 3b, SHVC part,
· Sxx: last two digits identify the original video clip used to produce the coded video, as shown in the Table 1 of Annex B,
· By: last digit identifies one of the four coding rates for base layer: B1 identifies the highest rate, B4 identifies the lowest rate, as shown in Table 7 of Annex B,
· Rz: last digit identifies one of the two coding rates for EL bit streams for given base layer rate ‘By’: R1 identifies EL1 and R2 identifies EL2, as shown in Table 7 of Annex B,
· <filetype> identifies the kind of file:
· .bit = bit stream
· .zip = zip package comprising 
· EXR.zip  = zip package comprising the decoded video pictures in EXR format of the clip 
· tif.zip  = zip package comprising the decoded video pictures in tiff format of the clip
· .avi = decoded video clip in AVI format adapted to the SIM2, generated using HDRConvert from the EXR versions

The md5sum signature must be provided for each of those files, by filling the worksheet ‘proposal’ in the attached CfE_md5sums.xls file.
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Access and copyright conditions statements for test sequences
Access to test sequences 
Access information to sequences from classes A, A’ and G, AA and GG can be obtained from Edouard Francois (edouard.francois@technicolor.com).
Access information to sequence from classes B and BB can be obtained from Walt Husak (WJH@dolby.com). 
Access information to sequences from classes C and CC can be obtained from Jan Fröhlich (jan@fr.oehli.ch).
Sequences from classes D and DD are clips extracted from content in its complete version. Details to access this content can be found at http://www.dcimovies.com/2014_StEM_Access/. Special care has to be made about the copyright license. The proponents are invited to perform on their own clips extraction from the complete content. 
Copyright conditions statements for test sequences 
Classes A, AA and A’ sequences:
This video content (“Content”) may only be used for the purpose of developing, testing and promulgating technology standards developed by the MPEG, VCEG or JCTVC standardization groups (“Purpose”), under Technicolor R&D France SNC (“Technicolor”) owned or controlled copyrights, by individual(s) or organization(s) that participates, contributes or is part of such standardization groups (“User(s)”).

RESTRICTIONS: No license whatsoever is implied except from this expressed limited personal, non-sublicensable, non-transferrable authorization. In particular no right under any patent of Technicolor or its affiliates is granted. Any other use is strictly prohibited. This Content cannot be distributed or otherwise disposed of or made available (via internet or otherwise), broadcasted, disclosed to third parties (except to other User(s) who agreed with the present terms and conditions), used for providing any services to third parties or for any commercial use, nor copied (except as technically necessary for the Purpose), modified, adapted, translated, exchanged, publicly performed (even for demonstration or educational purposes), integrated, without limitation. This Content and all intellectual property rights, titles and interests therein, are and remain the exclusive property of Technicolor or its affiliates. 

NO WARRANTY: This Content is supplied "as is" and without any warranty of any kind, expressed or implied, including but not limited to any warranty for accuracy or performance, fitness for a general or particular purposes, or any warranty arising by statute or by law, or non-infringement of any third parties’ rights. In no event will Technicolor be liable for damages of any kind, including without limitation, any special, indirect, incidental, or consequential damages even if Technicolor has been advised of the possibility of such damages.
This authorization is effective as of the date of use of the Content and shall expire on January, 1, 2020. Technicolor may nevertheless terminate it at any time for any reason upon notice to User(s). It is governed by the laws of France without regard to conflict of laws. It shall be exclusively submitted to the first instance civil court of Paris, France (TGI) in the event of a dispute not settled amicably.

BY USING THIS CONTENT USER(S) AGREES AND ACCEPTS THE ABOVE MENTIONED TERMS AND CONDITIONS. IF USER(S) DOES NOT AGREE TO THESE TERMS AND CONDITIONS, IT SHALL NOT ACCESS OR OTHERWISE USE THIS CONTENT. DO NOT REMOVE OR MODIFY TECHNICOLOR OR ITS AFFILIATES’ NAMES, SIGNS, LOGOS, NOTICES OF/IN THE CONTENT.

Copyright © 2012-2014 – Technicolor R&D France, SNC
All Rights Reserved

Classes B and BB sequences:
The copyright conditions statement for this content is attached with this document (DOLBY LIMITED CLIP LICENSE AGREEMENT_112014.pdf).

Classes C and CC sequences:
The copyright conditions statement for this content is attached with this document (Stuttgart_14_10_07_EULA_Unterschrift.pdf).

Classes D and DD sequences:
The copyright conditions statement for this content can be found at:
http://www.dcimovies.com/2014_StEM_Access/.

Classes G and GG sequences:
The copyright conditions statement for this content is attached with this document (CableLabs_Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International Public License.pdf).



[bookmark: _Ref286043650]
Objective Test Methods for Visual Quality Evaluations
tPSNR 
[bookmark: _Ref286043649]To avoid biasing towards a particular transfer function, an averaging method that utilizes both the PQ and Philips TFs is used since both are based on the Barten curve. Both transfer functions need to be normalized as to support 10K cd/m2.
If the content is not in linear-light 4:4:4 RGB EXR, it must be first converted to 4:4:4 RGB EXR. If the content is in Y’CbCr 4:2:0 PQ 10 bits format, it is first converted to 4:4:4 RGB EXR according to the following conversion process:
· Upsample both chroma components from 4:2:0 DY’DCbDCr (10bit) to 4:4:4 DY’DCbDCr (10bit) by invoking Section B.1.5.6.
· Inverse quantize from DY’DCbDCr (10bit) into Y’CbCr (float) by invoking section B.1.5.7, with BitDepthY and BitDepthC set to 10.
· Convert from Y’CbCr (float) to R’G’B’ (float) by invoking section B.1.5.8.1 if the sequence is in a BT.709 container and B.1.5.8.2 if the sequence is in a BT.2020 container.
· Inverse map using the inverse PQ-TF from R’G’B’ (float) to RGB (float) by invoking Section B.1.5.8.3.
Then the following steps apply for each (R,G,B) sample, for the two content to compare (content 1 and content 2) :
· Normalization of the R,G,B sample (division by 10,000)
· Conversion to an XYZ sample (as described in sections B.1.5.2.1 or  B.1.5.2.2 depending if the sequence is in a BT.709 or a BT.2020 container)
· Application of the transfer function to each component C=X,Y,Z as: 
· C’ = ( PQ_TF(C) + PhilipsTF(C,10000)) / 2
where 
· PQ_TF (x) is computed as explained in section B.1.5.3.1
· PhilipsTF(x,y) is derived as follows:






Then the Sums of Square Error (SSEs) are computed between content 1 and content 2: SSE_X, SSE_Y, SSE_Z, and SSE_XYZ = ( SSE_X + SSE_Y + SSE_Z ) / 3 
Then the PSNR is computed for each SSE as:
· PSNR = 10 * log10( nbSamples / SSE )
· SSE being clipped to 1e-20

deltaE2000-based metric 
If the content is not in linear-light 4:4:4 RGB EXR, it must be first converted to 4:4:4 RGB EXR. For instance, if the content is in the YCbCr  BT.709 4:2:0 PQ 10 bit format, it must be converted to a 4:4:4 RGB BT.709 OpenEXR file according to section B.1.5.8.1. Similarly, if the content is in the YCbCr BT.2020 4:2:0 PQ 10 bit format, it must be converted according to a 4:4:4 RGB BT.2020 OpenEXR file according to section B.1.5.8.2.  
Subsequently, the following steps should be applied for each (R,G,B) sample,within the content to be compared, i.e. original source (content 1) and test material (content 2) :
· Conversion samples to the XYZ colour space as described in sections B.1.5.2.1 if the container is BT.709 or B.1.5.2.2 if the container is BT.2020
· Conversion from XYZ to Lab space using the following equations. Computations are performed using double floating point precision.
· invYn = 1.0 / Yn, with Yn = 100
· invXn = invYn / 0.95047
· invZn = invYn / 1.08883

· yLab = convToLab( y * invYn )

· L = 116.0 *  yLab - 16.0
· a = 500.0 * (convToLab(x * invXn) – yLab )
· b = 200.0 * ( yLab - convToLab (z * invZn) )

with convToLab(x) is defined as 
· convToLab(x) = x(1/3)                                    if x >= 0.008856
· convToLab(x) = 7.78704 * x + 0.137931     otherwise

· The deltaE2000 distance DE between two samples (L1,a1,b1) and (L2,a2,b2) is then computed as follows [8][9]:
cRef = sqrt( a1 * a1 + b1 * b1 )
cIn  = sqrt( a2 * a2 + b2 * b2 )

cm = (cRef + cIn) / 2.0
g = 0.5 * ( 1.0 - sqrt( cm7.0 / ( cm7.0 + 257.0 ) ) )
	
aPRef = ( 1.0 + g ) * a1
aPIn  = ( 1.0 + g ) * a2

cPRef = sqrt( aPRef * aPRef + b1 * b1 )
cPIn  = sqrt( aPIn  * aPIn  + b2 * b2 )

hPRef = arctan( b1, aPRef )
hPIn  = arctan( b2, aPIn )

deltaLp = L1 – L2
deltaCp = cPRef - cPIn
deltaHp = 2.0 * sqrt( cPRef * cPIn ) * sin( (hPRef - hPIn) / 2.0 )

lpm = ( L1 + L2 ) / 2.0
cpm = ( cPRef + cPIn ) / 2.0
hpm = ( hPRef + hPIn ) / 2.0

rC = 2.0 * sqrt( cpm7.0 / ( cpm7.0 + 257.0 ) )
dTheta = DEG30 * exp(-((hpm - DEG275) / DEG25) * ((hpm - DEG275) / DEG25))
rT = -sin( 2.0 * dTheta ) * rC
t = 1.0 - 0.17 * cos(hpm - DEG30) + 0.24 * cos(2.0 * hpm) + 
   0.32 * cos(3.0 * hpm + DEG6) - 0.20 * cos(4.0 * hpm - DEG63)

sH = 1.0 + ( 0.015 * cpm * t )
sC = 1.0 + ( 0.045 * cpm )
sL = 1.0 + ( 0.015 * (lpm-50) * (lpm-50) / sqrt(20 + (lpm-50) * (lpm-50)) )

deltaLpSL = deltaLp / sL
deltaCpSC = deltaCp / sC
deltaHpSH = deltaHp / sH
  
DE = sqrt(   deltaLpSL * deltaLpSL + deltaCpSC * deltaCpSC + 
                    deltaHpSH * deltaHpSH + rT * deltaCpSC * deltaHpSH )

With
DEG275 = 4.7996554429844
DEG30 = 0.523598775598299
DEG6 = 0.1047197551196598
DEG63 = 1.099557428756428
DEG25 = 0.436332

After this process the DE values for each frame are averaged within the “Distortion” specified window. Finally, a PSNR based value is derived as:
PSNR_DE = 10 * log10( PeakValue / DE )
where PeakValue is set to 10,000.
mPSNR
The mPSNR measure works on the linear RGB values, i.e., directly on the 16-bit float EXR data of the original and decompressed versions. If the input data is 12-bit PQ-EOTF, the transfer function must first be inverted to arrive at linear RGB values of the input data.
First set the variables error and divisor to zero. Then, for each pixel, do the following:
1. Clamp the data so that values smaller than 0 are set to 0 and values larger than 65504 are set to 65504. This is done both for the original (input) data (Ro, Go, Bo) and the decompressed data (R, G, B):	 
Ro = clip(0.0, 65504.0,Ro)	 
R = clip(0.0, 65504.0,R)	 
... etc	
where clip(a, b, x) clips the value x to the range [a, b].
2. Calculate the largest colour component of the original:	
colMax = max(Ro, Go, Bo)
3. Now find the smallest integer c-value that will give a non-zero contribution	
cMin = ceil(( * log2(0.5/255) – log2(colMax))	
where =2.2 and ceil( ) rounds upwards.
4. Also find the largest c-value that will give a non-saturated contribution	
cMax = floor(( * log2(254.5/255)) – log2(colMax))	
where floor( ) rounds downwards.
5. Each c-value (exposure) will create a processed colour from the original and from the decompressed colour. We want to add the mean squared error over those exposures to the total error. Therefore we loop over all c-values from cMin to cMax:	
for(c = cMin; c<=cMax; c++)	
      RoL = clip(0, 255, 255*(2c  Ro))	
      GoL = clip(0, 255, 255*(2c  Go))	
      BoL = clip(0, 255, 255*(2c  Bo))	
      RL = clip(0, 255, 255*(2c  R))	
      GL = clip(0, 255, 255*(2c  G))	
      BL = clip(0, 255, 255*(2c  B))	
      error += (RoL-RL)2 +(GoL-GL)2 +(BoL-BL)2 
6. To get the mean squared error over the loop we have to divide by the number of loops. 
divisor = divisor + (cMax – cMin +1)
After having done the above for all pixels, the mPSNR is calculated as
MSE = error/(divisor*3.0)	
mPSNR = 10*log10(2552/MSE) 

[bookmark: _Ref286044097]
Subjective Test Methods for Visual Quality Evaluations
Test method 
The evaluation method shall be “Side by Side” presentation on a single monitor. A cropped window will be selected for each video. The window size will be the same for all submissions including the anchor.
The test method will allow the measurement of the “visual impairment” as perceived by human viewers. Two stimuli will be shown on the same screen in a side-by-side fashion, i.e. the reference and the compressed video to be evaluated.
The portion of video shown on the display will be selected on a per sequence basis. Attempts will be made to select the part of the original HD screen that is most relevant to properly assess the provided visual quality.
The video will be preceded by a message on the screen for half a second announcing what will be shown on the screen. Afterwards a message will be presented asking the viewers to vote. 
During the dry run in Lausanne in May, details of the test methodology will be finalized.
Monitors used in tests:
a. A SIM2 monitor will be used in Rome and in Warsaw.
b. A Pulsar monitor will be used in Lausanne.
SIM2 Monitor measurement parameters 
The characterization of the SIM2 monitor consists of creating input test patch RGB signals, and converting them into the format required by the display using the equations of the SIM2 shader. The converted signal is displayed on the monitor, and the displayed signal is measured using a photo-spectrometer.
To characterize the luminance transfer function of the monitor, grey patches are used (input R, G and B values are equal), with varying values. To measure the monitor’s chromacities, pure colour patches (one of the input R, G, B value is non-zero, the two others are set to 0) are used.
Conversion of decoded videos for the SIM2 monitor 
Proponents need to provide AVI files for driving the SIM2 monitor. These files shall be generated using the Sim2Convert tool provided in the HDRTools software using the OpenEXR reconstructed sequences. Sim2Convert is available in version 0.9 of HDRTools. Configuration files are available in directory ‘bin\CfE_cfgFiles’ of the HDRTools package.
Conversion of decoded videos for the Pulsar monitor
Proponents need to provide TIFF files for driving the Pulsar monitor. These files shall be generated using the HDRConvert tool provided in the HDRTools software using the OpenEXR reconstructed sequences. Configuration files are available in directory ‘bin\CfE_cfgFiles’ of the HDRTools package.
Test Logistics
EPFL and the Test Chair will create a spreadsheet to collect the raw scores and the score sheets necessary to run the test sessions. These will be presented to the HDR AhG during a “dry run and test” meeting in Lausanne.
EPFL shall receive the discs from the proponents and will perform the necessary processing, such as randomization, conversion to side-by-side, and selection of the windows. EPFL will make copies of the disks received by the proponents and will send the original disks to the Test Chair. Details will be finalized during the Dry Run meeting in May at EPFL.
Additional tests will be conducted in Warsaw if needed using a Sim2 display.
Tentative Test dates:
1. Rome – 06/08-06/15
0. The Test Chair will send results to EPFL for cross-checking (2015/06/17)
1. Lausanne – 06/15-06/17
1. EPFL will send results to the Test Chair for cross-checking (2015/06/18)
1. Warsaw – 06/18-06/20
Additional viewings can be made during the 112th MPEG meeting in Warsaw.
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