


INTERNATIONAL ORGANISATION FOR STANDARDISATION
ORGANISATION INTERNATIONALE DE NORMALISATION
ISO/IEC JTC1/SC29/WG11
CODING OF MOVING PICTURES AND AUDIO

ISO/IEC JTC1/SC29/WG11 MPEG2014/N15028
October 2014, Strasbourg, France

	Source:
	Requirements

	Status:
	Approved 

	Title:
	Draft Call for Evidence (CfE) for HDR and WCG Video Coding

	Editor(s):
	Ajay Luthra, Edouard François, Walt Husak



Abstract
This document is a Draft Call for Evidence (CfE) associated with technology for possible extensions of High Efficiency Video Coding (HEVC) standard for High Dynamic Range (HDR) and Wide Colour Gamut (WCG) video coding applications.
Introduction
A new generation of video compression technology known as High Efficiency Video Coding (HEVC) standard has been developed jointly by ISO/IEC MPEG and ITU-T WP3/16. This Call for Evidence (CfE) is targeting at possible extensions of that standard for High Dynamic Range (HDR) and Wide Colour Gamut (WCG) video content. More background information as well as information about applications and requirements are given in [1].
Companies and organizations are invited to submit proposals in response to this call. 
The results of these tests will be made public, taking into account that no direct identification of any of the proponents will be made (unless it is specifically requested or authorized by a proponent to be explicitly identified). Prior to having evaluated the results of the tests, no commitment to any course of action regarding the proposed technology can be made.
Descriptions of proposals shall be registered as input documents to the proposal evaluation meeting in xxxx (see timeline in section 3). Proponents need to attend that meeting to present their proposals. Further information about logistical steps to attend the meeting can be obtained from the listed contact persons (see section xx).
Purpose
The purpose of this CfE is to explore whether
· the coding efficiency and/or 
· the functionality 
of the current version of HEVC standard can be further improved significantly for HDR and WCG content. 
The suggested changes can be in either non-normative or normative categories. Non-normative changes are the ones that do not impact the decoding process. For example, 4:4:4 to 4:2:0 and back to 4:4:4 conversion algorithms may not be required for the decoding of the video compressed in 4:2:0 domain. However, a particular process may be needed to provide good viewing experience and additional information may need to be carried in the bit stream as SEI or VUI to do so. Another example is the colour space in which the encoding is performed. It may be different than the traditional YCbCr domain but may not impact the decoding process.
Timeline 
2014/12/31	Availability of test materials 
2014/xx/xx	Availability of single layer HDR and SDR anchors based on HEVC Main 10 Profile 
2015/02/20	Final Call for Evidence
2015/xx/xx	Submission of documents, bitstreams and executables (for details of the submission process contact the persons listed in section 9)
2015/06/22-26 	Evaluation of the proposals
Test Conditions
Category 1: Compression efficiency improvement over HEVC Main 10 Profile for HDR and WCG Content
Proposals in this category involve normative changes to the HEVC standard that would be expected to result in a new profile.  Such normative changes would probably need to be justified by a significant decrease in the bit-rate required to give a comparable visual quality to the corresponding HEVC Main 10 HDR/WCG Anchors (see Annex B). 
Anchors and Test Material
Sets of HEVC Main 10 Profile based anchors are generated (see Annex B for details). 
Test Procedures
HEVC conforming HDR anchors are provided. 
Fig. 1 provides the end to end coding and decoding chain used in generating HDR anchors and measuring the visual quality.
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Fig. 1. End to end coding and decoding chain.

Proponents are required to submit bit streams at or below the bit rates indicated in the Table xxxx in Annex B.
Objective visual quality evaluations
Comparisons of the objective measurement (TBD) vs bit rate for the decoded video provided by all the proposals will be done. The compression noise will be measured between the points EE’ (others? TBD).
A spreadsheet template is provided in Annex A for respondents to complete showing bit rate and Objective Measurement (TBD) values for each test point. (To be completed)

Subjective visual quality evaluations
A viewing (point F’ in Fig. 1) will be done to compare the visual quality. Tentative decision:  Side-by-side-Full-Paired-Comparison on the same screen method will be used.(Note: Get details from EPFL and Test Chair and insert it here. Assuming number of test points are reasonably low)
 Category 2: Optimization of the performance of existing Main 10 Profile for HDR and WCG content
Proposals in this category could involve pre-processing, post-processing, encoder-only improvements and minor changes to the HEVC standard of a form that would not be expected to result in a new profile.  For example, the proposals could include 4:4:4 to 4:2:0 conversion, the use of colour domains other than the YCrCb used in the anchors, the use of Constant Luminance or more optimal Lambda selection.
Anchors and Test Material
See Section 4.1.1
Test Procedure
See Section 4.1.2
Category 3: Backward compatible solutions
EDR or HDR to SDR compatibility
Proposals may provide some form of compatibility with legacy SDR devices. Two types of backward compatibilities, as described below, are envisioned at this stage.
1.1.1.1. Backward compatibility with legacy (HEVC Main 10) SDR decoders
In this approach, a legacy HEVC Main 10 Profile decoder is able to decode some part of the bit stream (base layer) and produce SDR content that can be displayed. A new proposed HDR decoder uses entire bit stream (base plus enhancement information) to produce the HDR video. Proponents provide the methods for compressing and decompressing the HDR enhancement layer.
1.1.1.2. Backward compatibility with legacy SDR displays 
In this approach a new receiver is used that decodes the HDR content (anchors) and with the help of metadata converts the HDR content to SDR content to be displayed on a legacy SDR display. Proponents provide the metadata and method(s) to convert the content from HDR to SDR. (comment: TBD)
For the HDR content with BT.709 colour gamut, the corresponding SDR content will also have the same colour gamut.  For HDR content with P3 colour gamut, the corresponding SDR content will have BT.709 colour gamut (Question: Should we instead have SDR in P3 in this case. It has some pluses and minuses. TBD). Both HDR and SDR content will have 10 bits per colour component.
Test Procedure
A 10 bit SDR version of some (all?) of the test sequences will be provided. Each SDR sequence will be compressed at 4 bit rates using HEVC Main 10 Profile and HM16.x. These are called SDR anchors. The HDR anchors compressed at 4 bit rates will also be provided.
1.1.1.3. Testing backward compatibility described in 4.2.1.1 (To be Further Discussed)
Proponents are required to use the provided compressed SDR anchor streams (at 4 bit rates for each test sequence) as base layers. For each one SDR anchor base layer stream, at the given bit rate, proponents need to provide 4 compressed enhancement layer HDR bit streams and associated HDR video signals. 

Submit enhanced resolution layers at the TBD bit rates.
Comparisons of the PSNR (visual quality) vs bit rate for the enhanced resolution layers provided by all the proposals will be done. Comparisons with the PSNR (visual quality) vs bit rate for enhanced resolution single layer HDR anchors (simulcast case) will also be done.
 (Note: there are 16 possible combinations for each test sequence – 4 HDR rates for each given SDR rate and there are 4 SDR rates for each test sequence. Should we ask all 16 or only 8 e.g. 4 corresponding to the lowest SDR rate and 4 corresponding to the highest SDR rate)
(Note: as everyone is required to use the same SDR anchors, no visual quality testing need be done at SDR).
(Note: we are not concerned at this stage how that enhancement layer is sent)
1.1.1.4. Testing backward compatibility described in 4.2.1.2 (To be Further Discussed)
Proponents are required to submit the SDR video generated (mapped) from the provided HDR anchors (at 4 bit rates for each sequence). Those SDR video signals are generated with the help of the metadata in the bit stream. Distortion in the generated (mapped) SDR content relative to the original SDR content will be measured and compared. PSNR will be calculated by measuring the noise in comparison to the original uncompressed SDR content. Bit rate will include the bit rate of the metadata (TBD). Other comparisons TBD. 
(Note: Insert somewhere in the CfE: Proponents should (are requested to?) provide a technical description, of the used mapping algorithms, that is sufficient for the full conceptual understanding and generation of equivalent performance results by experts) TBD.
(Note: we are not concerned at this stage, how is that metadata sent …)
(Comment: It is ok to use the StEM and possibly Telescope content for this category. An issue that was raised: for the Class A content the SDR content will also be provided by possibly one of the proponents. If SDR content is not provided by independent colorist grading but by one of the companies who will make the proposals then how do we do the testing.
A possible solution may be that we do expert viewing of the SDR content provided here for the Class A. 

Requirements on Submissions
Submission categories and details
Submit proposals in any one or more categories:
· Single layer (Section 4.1) 
10 bits with 4:2:0 Chroma resolution
· Backward compatible solutions (Section 4.2.1.1 and/or 4.2.1.2)
· Non-normative changes (Section 4.3) 

Submit filled spreadsheets provided in Annex A for respondents to complete. 
Submit bit streams, decoder executable and decoded video (upload the bit streams and executables at the site provided and bring the decoded video at the meeting). Comment: Which OS?
Submit per picture (???) PSNR (or other Objective Measurements that is selected) for each component, and per picture bit usage for all QP values.
Proponents need to be present at the June 2015 meeting to present their submissions.
Submit technical descriptions described below:
· A technical description of the proposal sufficient for the full conceptual understanding and generation of equivalent performance results by experts and for conveying the degree of optimization required to replicate the performance. This description   should include all data processing paths and individual data processing components used to generate the bitstreams. Provide a detailed description of enhancement layer coding structure (for Category 4.2.x).
· The technical description shall contain information suitable to assess the complexity of the implementation of the technology, including the following:
· Encoding time (for each submitted bitstream) of the software implementation.  Proponents shall provide a description of the platform and methodology used to determine the time.  To help interpretation, a description of software and algorithm optimisations undertaken, if any, is welcome. Additionally, the run time for the HM16.x encoding for the second lowest QP at the higher layer must be provided.
· Decoding time for each bitstream running the software implementation of the proposal, and for the corresponding constraint case anchor bitstream(s) run on the same platform.  Proponents shall provide a description of the platform and methodology used to determine the time.  To help interpretation, a description of software optimisations undertaken, if any, is encouraged. Additionally, the run time for the HM16.x decoding for the second lowest QP at the higher layer must be provided.
· Expected memory usage of encoder and decoder. 
· Description of transform(s): use of integer/floating point precision, transform characteristics (such as length of the filter/block size), if the transform differs from the HEVC transform Degree of capability for parallel processing.
Source Code
· Proponents are encouraged to allow other committee participants to have access, on a temporary or permanent basis, to their encoded bitstreams and binary executables or source code.
· Proponents are encouraged to submit a statement about the programming language in the software is written, e.g. C/C++ and platforms on which the binaries were compiled.
· Proponents are advised that, upon acceptance for further evaluation, it will be required that certain parts of any technology proposed be made available in source code format to participants in the core experiment  process and for potential inclusion in the prospective standard as reference software. When a particular technology is a candidate for further evaluation, commitment to provide such software is a condition of participation.  The software shall produce identical results to those submitted to the test. 
Constraints for proposals
Submissions to the call shall obey the following additional constraints:
· All enhancement layers corresponding to backward compatibility in 4.2.1.1 shall have the same random access points which are represented by intra pictures in the base layers provided. 
· Pre-processing of all input video data (e.g. denoising, colour correction, filtering etc), except for the Category 3, is not done.
· Except for Category 3, only use post-processing if it is a normative part of the decoding process. Any such post-processing must be documented.
· Quantization settings should be kept static except once per coded bit stream. What change of quantization is used shall be described.
· Proponents shall not optimize encoding parameters or any processing steps using non-automatic means.
· The test video sequences shall not be used as the training set for training entropy coding tables, VQ codebooks etc.
· Usage of multi-pass encoding is limited to the picture level and must be documented.
· Submitted bitstreams must have bit rates less than or equal to those of the Anchors.
IPR
Proponents are advised that this call is being made subject to the common patent policy of ITU-T/ITU-R/ISO/IEC and other established policies of these standardization organizations. The persons named below as contacts can assist potential submitters in identifying the relevant policy information.
Fees
None (TBD ????).
Contact(s)
xxxx
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ANNEX A
Spreadsheets to be completed and submitted by the respondents are provided in the attached Excel file. 

Attachments:
1.	Performance measurement spreadsheet.



ANNEX B
Anchors for HDR and WCG Tests
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Abstract
This document describes the anchors to be used for the HDR and WCG video coding experiments and  for the Call for Evidence on HDR and WCG video coding.

1. Purpose 
The purpose of this document is to describe the anchor generation process to be used in the Call for Evidence for HDR and WCG video coding. The focus is only on 2D video.

Test conditions
2.1. Test material 
2.1.1. File Exchange Formats 
The filenames are specified as follows: Name_Resolution_Fps_Format_ContentPrimaries_ ContainerPrimaries_ChromaFormat_xxx.yyy
with
· Name: 	sequence name 
· Resolution: 	picture size (e.g. 1920x1080p)
· Fps: 	frame rate in frames per second
· Format: 	format of the samples (e.g. ff for 32-bit floating point, hf for half-float 16-bit floating point, 10 for 10-bit integer)
· Content primaries: 	colour primaries of the colour volume of the content, e.g. ITU-R Recommendations BT.709 [1] and BT.2020 [2], SMPTE ST 428-1:2006 P3 with D65 white point (P3D65)[footnoteRef:1] [1:  This corresponds to the colour primaries of the native content. The container may correspond to the primaries of a wider colour space. ] 

· Container primaries:	colour primaries of the container (when different from the content primaries), e.g. ITU-R Recommendations BT.709 [1] and BT.2020 [2], SMPTE ST 428-1:2006 P3 with D65 white point (P3D65)
· Chroma format:	e.g. 4:2:0, 4:2:2, or 4:4:4 (when applicable; for instance tiff format involves 4:4:4 interleaved)
· xxx: 	frame number (when applicable)
· yyy:	exr, tif or yuv


2.1.2. Test sequences 
All the test sequences have the following characteristics:
· Resolution: 1920x1080 progressive
· Colour format: RGB 4:4:4 interleaved

Comment: 
· StEM sequence uses letter box. Cropping may be required.


The test sequences considered for the evaluation tests are listed in Table 1.
[bookmark: _Ref401750510]Table 1: test sequences.
	Class
	gamut 
	TF
	Sequence name
	fps
	Frames 

	A
	BT.709
	linear
	BalloonClip4000_1920x1080p_25_hf_709_444_xxx.exr 
	25
	0-199

	
	BT.709
	linear
	FireEater2Clip4000_1920x1080p_25_hf_709_444_xxx.exr 
	25
	0-199

	
	BT.709
	linear
	Tibul2Clip4000_1920x1080p_30_hf_709_444_xxx.exr
	30
	0-239

	
	BT.709
	linear
	Market3Clip4000_1920x1080p_50_hf_709_444_xxx.exr
	50
	0-399

	B
	P3D65
	PQ12b
	AutoWeldingClip4000_1920x1080p_24_12_P3_ct2020_xxx.tif 
	24
	0-426

	
	P3D65
	PQ12b
	BikeSparklersClip4000_1920x1080p_24_12_P3_ct2020_xxx.tif
	24
	0-479

	C
	P3D65
	PQ12b
	BeerFestTeaserClip4000_1920x1080p_24_12_P3_ct2020_xxx.tif 
	24
	0-328

	
	P3D65
	PQ12b
	FireplaceTeaserClip4000_1920x1080p_24_12_P3_ct2020_xxx.tif
	24
	0-239

	
	P3D65
	PQ12b
	ShowGirl2TeaserClip4000_1920x1080p_24_12_P3_ct2020_xxx.tif
	24
	0-338

	D
	P3D65
	PQ12b
	StEM_MagicHourFountainToTable_1920x1080p_24_12_P3_ct2020_xxx.tif 
	24
	3527 to 3887

	
	P3D65
	PQ12b
	StEM_WarmNightTorchToTable_1920x1080p_24_12_P3_ct2020_xxx.tif
	24
	6280 to 6640

	E
	P3D65	Comment by Francois Edouard: to be checked by Peng
	PQ12b
	TelescopeInterior _1920x1080p_24_12_P3_ct2020_xxx.tif
	24
	4212 to 4472

	
	P3D65
	PQ12b
	Telescope Nebula_1920x1080p_24_12_P3_ct2020_xxx.tif
	24
	8200 to 8560

	F
	BT.709
	linear
	Typewriter_b1500_1920x1080p_24_hf_709_ct2020_444_xxx.exr
	30
	0-299



To evaluate the backward compatibility feature with an input SDR version, a 4:2:0 10bit SDR (BT.709) version is provided for some of these sequences, as listed in Table 2.
[bookmark: _Ref401805310]Table 2: SDR version of the test sequences.
	Class
	Sequence name
	fps
	Frames 

	AA
	BalloonClip4000_1920x1080p_25_10_709_420.yuv
	25
	0-199

	
	FireEater2Clip4000_1920x1080p_25_10_709_420.yuv
	25
	0-199

	
	Tibul2Clip4000_1920x1080p_30_10_709_420.yuv
	30
	0-239

	
	Market3Clip4000_1920x1080p_50_10_709_420.yuv
	50
	0-399

	DD
	StEM_MagicHourFountainToTable_1920x1080p_24_10_709_420_xxx.tif 
	24
	3527 to 3887

	
	StEM_WarmNightTorchToTable_1920x1080p_24_10_709_420_xxx.tif
	24
	6280 to 6640

	EE
	TelescopeInterior _1920x1080p_24_10_709_420_xxx.tif
	24
	4212 to 4472

	
	Telescope Nebula_1920x1080p_24_10_709_420_xxx.tif	Comment by Francois Edouard: availability to be checked by Peng
	24
	8200 to 8560



Comments:
· two different BT.709 SDR versions of class A sequences will be provided by Technicolor and Philips by November 30.
· Which one to be used to be decided later. Also depends if other SDR versions are provided.

2.1.3. Access to test sequences 
The test sequences for classes A and F are available at the site http://wg11.sc29.org/content, in the “Explorations/HDR/CfE/openEXR” directory. 
Sequences from class B are available at xxx.  Information to be provided in 2 weeks (Nov 7)	Comment by Francois Edouard: To be detailed by Peng
Access to sequences from class C is described in MPEG document m35044. 
Sequences from class D are clips extracted from content in its complete version. Details to access this content can be found at http://www.dcimovies.com/2014_StEM_Access/. Special care has to be made about the copyright license. The proponents are invited to perform on their own the clips extraction from the complete content. For each clip, a file comprising the md5 sum of the successive pictures of this clip is provided in the “Explorations/HDR/CfE/md5” directory. 
Sequences from class E are available at xxx.  Information to be provided in 2 weeks (Nov 7)	Comment by Francois Edouard: To be detailed by Peng
Further details of access to the sites can be obtained from Walt Husak or Edouard Francois.

2.2. [bookmark: _Ref245059249]Coding Conditions 
Random Access (RA) coding constraint conditions shall be used, defined as follows:
A structural delay of processing units not larger than 8-picture "groups of pictures (GOPs)" (e.g., dyadic hierarchical B usage with 4 levels), and random access intervals of 1.1 seconds or less will be used (Intra random access picture is set to be every 24, 24, 32, 48 pictures for 24 fps, 25 fps, 30 fps, 50 fps sequences, respectively).

2.3. Test sequences and operational points 
Three categories of responses are considered for the CfE.
· Category 1 requires using a new or different profile than HEVC Main10 profile 
· Category 2 requires the HEVC Main10 profile as is
· Category 3 is dedicated to backward compatibility
The categories 1 and 2 mentioned in document Nxxxx are based on the same anchors.
Different anchors are used for category 3.

Categories 1 and 2 anchors
For anchors of categories 1 and 2, the bitstreams are generated with fixed Qp values that produce the overall rates of Table 3. 	Comment by Yin, Peng:  put the exact rate in the table when available
The bitstreams provided by the proponents must not exceed the exact bitrates achieved by the anchors. These exact bitrates are provided in the attached document CfE_responses_template.xls.

[bookmark: _Ref392570407][bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]Table 3: target rate points for categories 1 and 2 anchors (Mbit/s) not to be exceeded.
	Class
	Sequence name
	Rate 1
	Rate 2
	Rate 3
	Rate 4
	Rate 5

	A
	BalloonClip4000_1920x1080p_25_hf_709_444
	9
	
	1
	0.5
	0.3

	
	FireEater2Clip4000_1920x1080p_25_hf_709_444 
	5
	
	1.5
	0.8
	0.5

	
	Tibul2Clip4000_1920x1080p_30_hf_709_444
	10
	
	2.75
	1
	0.5

	
	Market3Clip4000_1920x1080p_50_hf_709_444
	10
	
	4
	2.75
	2

	B
	AutoWeldingClip4000_1920x1080p_24_12_P3_ct2020
	8 
	5
	3
	1.5
	0.8

	
	BikeSparklersClip4000_1920x1080p_24_12_P3_ct2020
	8 
	5
	3
	2
	1.5

	C
	BeerFestTeaserClip4000_1920x1080p_24_12_P3_ct2020
	24
	8
	3
	2
	1.5

	
	FireplaceTeaserClip4000_1920x1080p_24_12_P3_ct2020
	24
	8
	5
	3
	1.5

	
	ShowGirl2TeaserClip4000_1920x1080p_24_12_P3_ct2020
	30
	13
	5
	3
	1.5

	D
	StEM_MagicHourFountainToTable_1920x1080p_24_12_P3_ct2020
	24
	8
	3
	1.5
	0.8

	
	StEM_WarmNightTorchToTable_1920x1080p_24_12_P3_ct2020
	24
	8
	3
	1.5
	0.8

	E
	Telescope_Interior_1920x1080p_24_12_P3_ct2020
	
	
	
	
	

	
	Telescope_Nebula_1920x1080p_24_12_P3_ct2020
	5 
	2
	1
	0.5
	0.3

	F
	Typewriter_b1500_1920x1080p_24_hf_709_ct2020_444
	1	Comment by Francois Edouard: exact bitrates to be put when available
	
	0.37
	0.2
	0.1



Comments:
· Decision to use 4 or 5 rates to be made before the interim meeting.
· Refine the test until December to limit to 10 sequences
· Focus in phase 1 on BT.709 content and focus on HDR only ? Address WCG in phase 2 ?
· Wide support to keep phase 1 focused on HDR BT.709 only
· Comment from Apple, Dolby, MovieLabs: P3 content should be considered in phase 1
· Issue: HDR P3 displays are not commercially available
· Bitrates for class B/C/D/E to be verified before the interim meeting – Technicolor to give feedback & recommendations 2 weeks after the missing bitstream are provided by Dolby.

The categories 1 and 2 anchors are generated according to the process described in section 2.4.3. The anchor data are generated based on the HEVC Main 10 Profile, YCbCr, with PQ-TF.
For the test sequences from classes A and F, the converted 10-bit HDR integer sequences are available under the directory “/Explorations/HDR/CfE/Anchors/convertedSequences” of the http://wg11.sc29.org/content website. The corresponding anchor bitstreams are available under the directory “/Explorations/HDR/CfE/Anchors/bitstreams” of the http://wg11.sc29.org/content website. Access to these directories is protected using the most recent MPEG meeting login/password credentials.
For the test sequences from classes B and C, the corresponding anchor bitstreams are available xxxx	Comment by Francois Edouard: details from Peng
For the test sequences from classes D and E, the proponents shall generate the converted 10-bit HDR integer sequences and bitstreams according to the process described in section 2.4.3.
Comment:
· To be clarified by Dolby: For classes D and E, can the bitstreams be provided on the MPEG ftp site ?

Category 3 anchors

Comments:	Comment by Francois Edouard: to be re-discussed
· Will it be needed to distinguish the anchors for 
· scalability cases  specify 2 sets of bitrates: 1 for SDR and 1 for HDR
· 1 stream + metadata cases  specify 1 set of bitrates: the overall system bitrates
· In current version, only scalability case is addressed
· To be discussed on the reflector
· Focus in phase 1 on categories 1 and 2, and focus on category 3 in a later phase ?
· Comment from Philips: 4.3.1 should be kept in phase 1

For anchors of category 3, for each considered content, an SDR version as well as an HDR version are provided. Therefore the anchors for category 3 comprise SDR bitstreams and HDR bitstreams. The SDR bitstreams are generated with fixed Qp values that produce the overall rates close to the rates in Table 4. The HDR bitstreams for the corresponding sequences are generated with fixed Qp values that produce the overall rates close to the rates in Table 3.	Comment by Yin, Peng: This part needs to be discussed based on CfE document.
Comment:
· SDR BT.709 version of class A sequences to be provided by TCH and Philips by Nov. 30

[bookmark: _Ref401806609]Table 4: target rate points for category 3 SDR anchors (Mbit/s) not to be exceeded. 
	Class
	Sequence name
	Rate 1
	Rate 2
	Rate 3
	Rate 4
	Rate 5

	AA
	BalloonClip4000_1920x1080p_25_10_709_420
	
	
	
	
	

	
	FireEater2Clip4000_1920x1080p_25_10_709_420
	
	
	
	
	

	
	Tibul2Clip4000_1920x1080p_30_10_709_420
	
	
	
	
	

	
	Market3Clip4000_1920x1080p_50_10_709_420
	
	
	
	
	

	DD
	StEM_MagicHourFountainToTable_1920x1080p_24_10_709_420
	
	
	
	
	

	
	StEM_WarmNightTorchToTable_1920x1080p_24_10_709_420
	
	
	
	
	

	EE
	Telescope_Interior_1920x1080p_24_10_709_420
	
	
	
	
	

	
	Telescope_Nebula_1920x1080p_24_10_709_420
		Comment by Francois Edouard: to be determined
	
	
	
	



The category 3 SDR anchors are generated based on the HEVC Main 10 Profile as described in section 2.4.2. The anchor data are generated based on the HEVC Main 10 Profile.
The category 3 HDR anchors are the same as categories 1 and 2 anchors.
For the test sequences from classes AA and FF, the converted 10-bit BT.709 SDR YCbCr sequences are available under the directory “/Explorations/HDR/CfE/Anchors/convertedSequences” of the http://wg11.sc29.org/content website. The corresponding anchor bitstreams are available under the directory “/Explorations/HDR/CfE/Anchors/bitstreams” of the http://wg11.sc29.org/content website. Access to these directories is protected using the most recent MPEG meeting login/password credentials.
For the test sequences from classes D and E, the proponents shall generate the converted 10-bit HDR integer sequences and bitstreams according to the process described in section 2.4.3.

Anchor generation process

2.3.1. Conversion software HDRConvert
The different conversions required in the generation of anchors are done using the HDRConvert tool from the HDRTools software, with tag ‘xxx’, accessible at the following location using the most recent MPEG meeting login/password credentials:	Comment by Francois Edouard: to be checked
http://wg11.sc29.org/svn/repos/Explorations/XYZ/HDRTools/tags/xxx

2.3.2. [bookmark: _Ref401865552]SDR Anchor generation process
The SDR anchors are based on the HEVC Main 10 profile. 
The encoding is performed with HM16.2, configured in 4:2:0 with the following settings:
· The macro RExt__HIGH_BIT_DEPTH_SUPPORT is set to 1, which results in
· FULL_NBIT set to 1
· RExt__HIGH_PRECISION_FORWARD_TRANSFORM set to 1
· Using Random Access (RA) configuration from HEVC common test conditions.

An example configuration file CfE_encoder_randomaccess_main10_SDR.cfg is given in attachment.

2.3.3. [bookmark: _Ref386356242]HDR Anchor generation process
The HDR anchors are based on the HEVC Main 10 profile, which implies encodings using 4:2:0 subsampling and 10 bits per channel. The Y’CbCr colour space shall be used. 
[bookmark: _Ref401889372]The encoding is performed with HM16.2, configured in 4:2:0 with the following settings:
· The macro RExt__HIGH_BIT_DEPTH_SUPPORT is set to 1, which results in
· FULL_NBIT set to 1
· RExt__HIGH_PRECISION_FORWARD_TRANSFORM set to 1
· Using Random Access (RA) configuration from HEVC common test conditions.

An example configuration file CfE_encoder_randomaccess_main10_HDR.cfg is given in attachment.

2.3.3.1. with BT.709 or BT.2020 primaries
If the input is in a half float 4:4:4 RGB linear-light format (e.g. OpenEXR), the bitstreams shall be generated using the coding / decoding chain illustrated in Figure 1.
The conversion to 4:2:0 10 bits Y’CbCr is obtained with the HDRConvert tool using one of the attached configuration files HDRConvertEXR709ToYCbCr420.cfg or HDRConvertEXR2020ToYCbCr420.cfg, depending on the content container primaries (BT.709 or BT.2020). It consists of the following steps :
· Convert half precision floating point data to single precision floating point data (not illustrated).
· Map using the PQ transfer function (PQ-TF) [3][4] from RGB (float) to R’G’B’ (float) by invoking Section 2.4.5.1. 
· Convert from R’G’B’ (BT. 2020) to Y’CbCr  by invoking section 2.4.5.2 if the sequence is in BT.709 container, or section 2.4.5.3 if the sequence is in BT.2020 container.
· Quantize from Y’CbCr (float) into DY’D’CbD’Cr (10bit) by invoking Section 2.4.6, with BitDepthY and BitDepthC set to 10.
· Downsample both chroma components from 4:4:4 DY’D’CbD’Cr (10bit) to 4:2:0 DY’D’CbD’Cr (10bit) by invoking Section  2.4.7.
Note: 	Dxx stands for Digitized version of signal xx. Y'CbCr stands for normalized value within [0,1].
The reverse conversion is obtained with the HDRConvert tool using one of the attached configuration files HDRConvertYCbCr420ToEXR709.cfg or HDRConvertYCbCr420ToEXR2020.cfg, depending on the content container primaries (BT.709 or BT.2020). It consists ofthe following steps :
· Upsample both chroma components from 4:2:0 DY’D’CbD’Cr (10bit) to 4:4:4 DY’D’CbD’Cr (10bit) by invoking Section 2.4.8.
· Inverse quantize from DY’D’CbD’Cr (10bit) into Y’CbCr (float) by invoking section 2.4.9, with BitDepthY and BitDepthC set to 10.
· Convert from Y’CbCr (float) to R’G’B’ (float) by invoking section 2.4.12.1 if the sequence is in BT.709 container, or section 2.4.12.2 the sequence is in BT.2020 container.
· Inverse map using the inverse PQ-TF from R’G’B’ (float) to RGB (float) by invoking Section 2.4.12.3.
· Convert, if needed, the data from single precision floating point numbers to half precision floating point numbers using appropriate rounding operations (not illustrated).



[bookmark: _Ref382553912][bookmark: OLE_LINK95][bookmark: OLE_LINK96]Figure 1: simplified encoding / decoding chains of anchor1 when input HDR video is RGB linear light.

2.3.3.2. [bookmark: _Ref401889374][bookmark: OLE_LINK97][bookmark: OLE_LINK98][bookmark: OLE_LINK99]Input 4:4:4 R'G'B' PQ-TF 12bit 
If the input is using a 4:4:4 PQ-TF 12bit R'G'B' format, the bitstreams shall be generated using the coding / decoding chain illustrated in Figure 2.
The conversion to 4:2:0 10 bits Y’CbCr is obtained with the HDRConvert tool using one of the attached configuration files in the following steps: 1) HDRConvertP3D65TiffToBT2020Tiff.cfg to convert P3D65 content into BT.2020 container if content primary is P3D65 and not in BT. 2020 container; 2) using HDRConvertBT2020TiffToYCbCr420.cfg to convert to Y'CbCr. 
It consists of the following steps :
· Convert from R’G’B’ P3D65 to R'G'B' BT. 2020 if the input is R'G'B' P3D65 and is not in BT. 2020 container by invoking Section 2.4.14.2. 
· Convert from R’G’B’ (BT. 2020) to Y’CbCr  by invoking section 2.4.5.3.
· Quantize from Y’CbCr (float) into DY’D’CbD’Cr (10bit) by invoking Section 2.4.6, with BitDepthY and BitDepthC set to 10.
· Downsample both chroma components from 4:4:4 DY’D’CbD’Cr (10bit) to 4:2:0 DY’D’CbD’Cr (10bit) by invoking Section 2.4.6.
The reverse conversion is obtained by applying the following steps and the output is R'G'B' 12b in BT. 2020 container. It can be obtained with the HDRConvert tool using one of the attached configuration files HDRConvertYCbCr420ToBT2020Tiff.cfg.
· Upsample both chroma components from 4:2:0 DY’D’CbD’Cr (10bit) to 4:4:4 DY’D’CbD’Cr (10bit) by invoking Section 2.4.7.
· Inverse quantize from DY’D’CbD’Cr (10bit) into Y’CbCr (float) by invoking section 2.4.8, with BitDepthY and BitDepthC set to 10.
· Convert from Y’CbCr (float) to R’G’B’ (float) by invoking section 2.4.11.2.
· Quantize R'G'B' (float) to R'G'B' 12b.



[bookmark: _Ref392587870][bookmark: OLE_LINK103][bookmark: OLE_LINK104]Figure 2: simplified encoding / decoding chains of anchor1 when input HDR video is 4:4:4 R'G'B' PQ-TF 12bit.


2.3.4. Colour space conversion from RGB to XYZ 
2.3.4.1. [bookmark: _Ref386356152]RGB with BT.709 primaries to XYZ
· X =   0.412391 * R + 0.357584 * G + 0.180481 * B
· Y =   0.212639 * R + 0.715169 * G + 0.072192 * B
· Z =   0.019331 * R + 0.119195 * G + 0.950532 * B

2.3.4.2. [bookmark: _Ref386356162]RGB with BT.2020 primaries to XYZ 
· [bookmark: OLE_LINK20][bookmark: OLE_LINK21]X =   0.636958 * R + 0.144617 * G + 0.168881 * B
· Y =   0.262700 * R + 0.677998 * G + 0.059302 * B
· Z =   0.000000 * R + 0.028073 * G + 1.060985 * B

2.3.5. Colour transformation from RGB to Y’CbCr
2.3.5.1. [bookmark: _Ref386355856]Conversion from RGB to R’G’B’ 
· R’ = PQ_TF(max(0, min(R/10000,1)) )
· G’ = PQ_TF(max(0, min(G/10000,1)) )
· B’ = PQ_TF(max(0, min(B/10000,1)) )

with 	



2.3.5.2. [bookmark: _Ref386355989]R’G’B’ with BT.709 primaries to Y’CbCr
· Y’ = 0.2126 * R’ + 0.7152 * G’ + 0.0722 * B’
· 
· 
Comment: 
· also insert the matrix shape

2.3.5.3. [bookmark: _Ref386355873]R’G’B' with BT.2020 primaries to Y’CbCr 
· Y’ = 0.2627 * R’ + 0.6780 * G’ + 0.0593 * B’
· 
· 
[bookmark: _Ref394913661]Comment: 
· also insert the matrix shape

2.3.6. [bookmark: _Ref401866214]Quantization from Y’CbCr into DY’ D’CbD’Cr
This process quantizes the input Y’CbCr signal into a signal of bit-depth BitDepthY for the Y component and BitDepthC for the chroma components (Cb, Cr).
· 
· 
· 

with
	Round( x ) = Sign( x ) * Floor( Abs( x ) + 0.5 )
Sign ( x ) = -1 if x < 0, 0 if x=0, 1 if x > 0
	Floor( x )	the largest integer less than or equal to x
	Abs( x ) = x if x>=0, -x if x<0
Clip1Y( x ) = Clip3( 0, ( 1  <<  BitDepthY ) − 1, x )
Clip1C( x ) = Clip3( 0, ( 1  <<  BitDepthC ) − 1, x )
Clip3( x,y,z ) = x if z<x, y if z>y, z otherwise


2.3.7. [bookmark: _Ref386355884]Chroma downsampling from 4:4:4 to 4:2:0
The chroma samples alignment is as follows:


	Phase k
	Coefs  c1[k]
4:4:4  4:2:2
(p=0)
	Coefs c2[k]
4:2:2  4:2:0
(p=0.5)

	-1
	1
	0

	0
	6
	4

	1
	1
	4



· Define shift =6 and offset = 32.
· Let H and W be the input picture height and width in chroma samples. For i = 0..H-1, j = 0..W/2-1, the intermediate samples f[ i ][ j ] are derived from the input samples s[ i ][ j ] as follows:

with	Clip3( x,y,z ) = x if z<x, y if z>y, z otherwise

· For i = 0..H/2-1, j = 0..W/2-1, the output samples r[ i ][ j ] are derived from the intermediate samples f[ i ][ j ] as follows:


2.3.8. [bookmark: _Ref394915308]Chroma upsampling from 4:2:0 to 4:4:4 (Y’CbCr domain)
The upsampling filter used is the same for both horizontal and vertical processes. First, vertical filtering is applied on the 4:2:0 picture, then horizontal filtering.
Filter coefficients values are as follows:   
	Phase
	-2
	-1
	0
	1

	Coef c[k]
	-4
	36
	36
	-4

	Coef d0[k]
	-2
	16
	54
	-4

	Coef d1[k]
	-4
	54
	16
	-2



Define shift1 = 6, offset1 = 32, shift2 = 12, offset2 = 2048.
Let H and W be the input picture height and width in chroma samples. For i = 0..H-1, j = 0..W-1, the intermediate samples f[ i ][ j ] are derived from the input samples s[ i ][ j ] as follows:


For i = 0..2*H-1, j = 0..W-1, the output samples r[ i ][ j ] are derived from the intermediate  samples f[ i ][ j ] as follows:



2.3.9. [bookmark: _Ref389555540]Inverse Quantization from DY’ D’CbD’Cr  into Y’CbCr
This process dequantizes the input signal represented on BitDepthY bits for the Y component and BitDepthC bits for the chroma components (Cb, Cr) into a (float) signal Y’CbCr.
· 
· 
· 

with	
ClipY’ (x) = Clip3 ( 0, 1.0, x)
	ClipC (x) = Clip3 ( -0.5, 0.5, x)

2.3.10. [bookmark: _Ref392590171]Quantization of DY’ D’CbD’Cr 12 bits
This process quantizes the input 12 bits DY’ D’CbD’Cr signal into a signal of bit-depth BitDepthY for the Y component and BitDepthC for the chroma components (D’Cb D’Cr).
· 
· 
· 

2.3.11. [bookmark: _Ref392590191]Inverse Quantization of DY’ D’CbD’Cr to 12bits
This process inverse quantizes the input DY’ D’CbD’Cr signal of bit-depth BitDepthY for the Y component and BitDepthC for the chroma components (D’Cb D’Cr) into a signal of bit-depth 12 bits.
· 
· 
· 

with	
ClipDY’ (x) = Clip3 (256, 3760 , x)
	ClipDc (x) = Clip3 ( 256, 3840, x)

2.3.12. Colour transformation from Y’CbCr to RGB
2.3.12.1. [bookmark: _Ref389553752]Y’CbCr to R’G’B’ with BT.709 primaries 
· R’ = clipRGB(Y’                + 1.57480 * Cr)
· G’ = clipRGB(Y’ – 0.18733 * Cb – 0.46813 * Cr)
· B’ = clipRGB(Y’ + 1.85563 * Cb               )

2.3.12.2. [bookmark: _Ref389555755]Y'CbCr to R’G’B' with BT.2020 primaries 
· R’ = clipRGB(Y’                + 1.47460 * Cr)
· G’ = clipRGB(Y’ – 0.16455 * Cb – 0.57135 * Cr)
· B’ = clipRGB(Y’ + 1.88140 * Cb               )

[bookmark: OLE_LINK109][bookmark: OLE_LINK110]with clipRGB( x ) = Clip3( 0, 1, x )

2.3.12.3. [bookmark: _Ref389553829][bookmark: OLE_LINK16][bookmark: OLE_LINK17][bookmark: OLE_LINK18][bookmark: OLE_LINK19]Conversion from R’G’B’ to RGB
· R = 10000*inversePQ_TF(R’)
· G = 10000*inversePQ_TF(G’)
· B = 10000*inversePQ_TF(B’)
with  


2.3.13. [bookmark: OLE_LINK57][bookmark: OLE_LINK58]Conversion from BT.2020 to BT.709 for viewing on BT.709 capable displays 

In case of using a display operating with BT.709 primaries, the content represented with BT.2020 primaries has to be converted using the following process:
· Conversion from RinGinBin (BT.2020) to XYZ:
· X =   0.636958 * Rin + 0.144617 * Gin + 0.168881 * Bin
· Y =   0.262700 * Rin + 0.677998 * Gin + 0.059302 * Bin
· Z =   0.000000 * Rin + 0.028073 * Gin + 1.060985 * Bin

· Conversion from XYZ to RoGoBo (BT.709):
· Ro =  max( 0, 3.240970 * X - 1.537383 * Y - 0.498611 * Z )
· Go = max( 0, -0.969244 * X + 1.875968 * Y + 0.041555 * Z )
· Bo =  max( 0, 0.055630 * X - 0.203977 * Y + 1.056972 * Z )


2.3.14. Colour space container conversion 
2.3.14.1. Conversion from BT.709 to BT.2020 
· Conversion from RinGinBin (BT.709) to XYZ:
· X =   0.412391 * Rin + 0.357584 * Gin + 0.180481 * Bin
· Y =   0.212639 * Rin + 0.715169 * Gin + 0.072192 * Bin
· Z =   0.019331 * Rin + 0.119195 * Gin + 0.950532 * Bin


· Conversion from XYZ to RoGoBo (BT.2020):
· Ro =  max( 0, 1.716651 * X – 0.355671 * Y - 0.253366 * Z )
· Go =  max( 0,-0.666684 * X + 1.616481 * Y + 0.015768 * Z )
· Bo =  max( 0, 0.017640 * X - 0.042771 * Y + 0.942103 * Z )

2.3.14.2. [bookmark: _Ref401870750]Conversion from P3D65 to BT.2020 
· Conversion from RinGinBin (P3D65) to XYZ:
· X =   0.486571 * Rin + 0.265668 * Gin + 0.198217 * Bin
· Y =   0.228975 * Rin + 0.691739 * Gin + 0.079287 * Bin
· Z =   0.000000 * Rin + 0.045113 * Gin + 1.043944 * Bin

· Conversion from XYZ to RoGoBo (BT.2020):
· Ro =  max( 0, 1.716651 * X – 0.355671 * Y - 0.253366 * Z )
· Go =  max( 0,-0.666684 * X + 1.616481 * Y + 0.015768 * Z )
· Bo =  max( 0, 0.017640 * X - 0.042771 * Y + 0.942103 * Z )

2.4. Suggested process for converting 4:4:4 RGB 12b PQ sequences to 4:4:4 RGB linear light 
The proponent can generate a 4:4:4 RGB linear light version from the input 4:4:4 RGB 12b PQ sequences using his own process. 
The following provides a suggested conversion process, which is not mandatory to be used.
To be done:
· Describe how to convert from tiff to EXR
· Indicate which version (tag) of HDRTools to be used
· Give all the cfg files for various HDR Conversion configuration files to be attached in Section 3.

[bookmark: _Ref401871394]Attached files 
· CfE_responses_template.xls
· CfE_encoder_randomaccess_main10_SDR.cfg
· CfE_encoder_randomaccess_main10_HDR.cfg
· HDRConvertEXR2020ToYCbCr420.cfg
· HDRConvertEXR709ToYCbCr420.cfg
· HDRConvertYCbCr420ToEXR2020.cfg
· HDRConvertYCbCr420ToEXR709.cfg
· HDRConvertP3D65TiffToBT2020Tiff.cfg
· HDRConvertBT2020TiffToYCbCr420.cfg
· HDRConvertYCbCr420ToBT2020Tiff.cfg
· HDRConvertTiffToEXR.cfg
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Timeline from Oct.24 to Dec.9
· TCH regenerates the 4 TCH 709 sequences (4000 nits) into EXR format – 2 weeks after the meeting
· Bitrates to be verified before the interim meeting – TCH to give feedback & recommendations 2 weeks after missing bitstream are provided by Dolby
· SDR of class A versions to be provided by TCH and Philips by Nov. 30
· Missing sequences to be provided from Dolby provided 2 weeks after the meeting
· Re-encode all the sequences & Cross-checking 3 weeks after MPEG meeting for the already available sequences
· Qualcomm, TCH, Dolby, Sony, Arris, LG, Samsung, ETRI, Philips, B-Com
· Re-encode all the sequences & Cross-checking 3 weeks after missing sequences availability
· Qualcomm, TCH, Dolby, Sony, Arris, LG, Samsung, ETRI, Philips, B-Com
· Visual check to be done in the interim meeting 
· Final selection of test sequences
· Decision to use 4 or 5 rates per sequence.

Decision regarding using P3 content 3 weeks after MPEG meeting
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