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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical Commission) form the specialized system for worldwide standardization. National bodies that are members of ISO or IEC participate in the development of International Standards through technical committees established by the respective organization to deal with particular fields of technical activity. ISO and IEC technical committees collaborate in fields of mutual interest. Other international organizations, governmental and non-governmental, in liaison with ISO and IEC, also take part in the work. In the field of information technology, ISO and IEC have established a joint technical committee, ISO/IEC JTC 1.

International Standards are drafted in accordance with the rules given in the ISO/IEC Directives, Part 2.

The main task of the joint technical committee is to prepare International Standards. Draft International Standards adopted by the joint technical committee are circulated to national bodies for voting. Publication as an International Standard requires approval by at least 75 % of the national bodies casting a vote.

Attention is drawn to the possibility that some of the elements of this document may be the subject of patent rights. ISO and IEC shall not be held responsible for identifying any or all such patent rights.

Amendment 1 to ISO/IEC 23008-8:201x was prepared by Joint Technical Committee ISO/IEC JTC 1, Information technology, Subcommittee SC 29, Coding of audio, picture, multimedia and hypermedia information.

Information technology — High efficiency coding and media delivery in heterogeneous environments — Part 8: HEVC conformance testing, AMENDMENT 1: Conformance testing for Multiview Main and 3D Main profiles
Add the bitstreams of the electronic attachment to the data set associated with the text.
Note: To avoid the need to handle a large electronic attachment of approximately 35 MB within the balloting process, rather than being directly circulated with this text, the associated conformance bitstreams have been available at the following two links, for MV-HEVC (Multiview Main Profile) and 3D-HEVC (3D Main Profile), respectively:
http://wftp3.itu.int/av-arch/jct3v-site/bitstream_exchange/under_test/MV-HEVC/
http://wftp3.itu.int/av-arch/jct3v-site/bitstream_exchange/under_test/3D-HEVC/
In subclause 6.5.7, add the following text at the end of the subclause:
A decoder that conforms to the Multiview Main profile at specific level shall be capable of decoding the specified bitstreams in Table 3. In addition to the bitstreams defined in Table 3, a decoder that conforms to the Multiview Main profile shall be capable of decoding the Main profile bitstreams specified in Table 1. 
A decoder that conforms to the 3D Main profile (as specified in subclause I.11 of Rec. ITU‑T H.265 | ISO/IEC 23008-2) at specific level shall be capable of decoding the specified bitstreams in Table 4. In addition to the bitstreams defined in Table 4, a decoder that conforms to the 3D Main profile shall be capable of decoding the Multiview Main profile bitstreams specified in Table 3. 
In subclause 6.6, add the following text at the end of the subclause:
6.6.13
Test bitstreams – MV-HEVC
6.6.13.1
Test bitstream #MVHEVCS-A
Specification: All slices are coded as I, P or B slices. Only the first picture of each view is coded as IDR picture. Each picture contains only one slice. NumViews is equal to 2. NumDirectRefLayers of the non-base view is equal to 1. For each picture in the non-base view, inter-view prediction is enabled. The two views are with the same spatial resolution. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2.

Functional stage: Decoding of two views with inter-view prediction and inter-prediction. 

Purpose: To conform the most normal case.

Contributor: Qualcomm

6.6.13.2
Test bitstream #MVHEVCS-B

Specification: All slices of the base view are coded as I slices and all slices of the non-base view are coded with only inter-view prediction, thus P slices. Only the first picture of each view is coded as IDR picture. Each picture contains only one slice. NumViews is equal to 2. NumDirectRefLayers of the non-base view is equal to 1. The two views are with the same spatial resolution. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2.

Functional stage: Decoding of two views with only inter-view prediction and intra-prediction. 

Purpose: To conform the all-Intra case. 

Contributor: Sharp.

6.6.13.3
Test bitstream #MVHEVCS-C
Specification: All slices are coded as I, P or B slices. Only the first picture of each view is coded as IDR picture. Each picture contains only one slice. NumViews is equal to 2. NumDirectRefLayers is always equal to 0, meaning inter-view prediction is disabled. The two views are with the same spatial resolution. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2.

Functional stage: Decoding of two views with only inter-prediction and intra-prediction. 

Purpose: To conform the case of simulcast coding.

Contributor: Sony.

6.6.13.4
Test bitstream #MVHEVCS-D
Specification: All slices are coded as I, P or B slices. Only the first picture of each view is coded as IDR picture. Each picture contains only one slice. NumViews is equal to 2. NumDirectRefLayers is always equal to 0, meaning inter-view prediction is disabled. The two views are with different spatial resolutions. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2.

Functional stage: Decoding of two views with only inter-prediction and intra-prediction. 

Purpose: To conform the case when different spatial resolutions for two views are used.

Contributor: NTT.

6.6.13.5
Test bitstream #MVHEVCS-E

Specification: All slices are coded as I, P or B slices. Only the first picture of each view is coded as IDR picture and thus an IRAP access unit. In addition, every two GOPs start with an access unit which contains pictures that are all CRA pictures. Each picture contains only one slice. NumViews is equal to 2. NumDirectRefLayers of the non-base view is equal to 1. For each picture in the non-base view, inter-view prediction is enabled. The two views are with the same spatial resolution. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2.

Functional stage: Decoding of two views with inter-view prediction and inter-prediction. 

Purpose: To conform the random access hierarchical B case.

Contributor: Qualcomm.

6.6.13.6
Test bitstream #MVHEVCS-F

Specification: All slices are coded as I, P or B slices. Only the first picture of each view is coded as IDR picture and thus an IRAP access unit. In addition, for each of every two following GOPs, an access unit which contains pictures that are all CRA pictures are requested. Other pictures are non-IRAP pictures. Each picture contains only one slice. NumViews is equal to 2. NumActiveRefLayerPics is equal to 1 for each picture in an IRAP access unit of the non-base view, and 0 otherwise, i.e., only for each picture in the non-base view in the IRAP access unit, inter-view prediction is enabled. The two views are with the same spatial resolution. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2.

Functional stage: Decoding of two views with inter-view prediction only for random access points. 

Purpose: To conform the flexibility of inter-view prediction applicability scope (inter-view pred. only for IRAP pictures).

Contributor: Qualcomm.

6.6.13.7
Test bitstream #MVHEVCS-G
Specification: All slices are coded as I, P or B slices. Only the first picture of each view is coded as IDR picture and thus an IRAP access unit. In addition, every two GOPs start with an access unit which contains pictures that are all CRA pictures. Each picture contains only one slice. NumViews is equal to 3. NumDirectRefLayers of the non-base view is equal to 1. For each picture in the non-base view, inter-view prediction is enabled. The three views are with the same spatial resolution. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2.

Functional stage: Decoding of three views with inter-view prediction and inter-prediction. 

Purpose: To conform the random access hierarchical B case (random access 3-view case, PIP cfg.).

Contributor: NTT.
6.6.13.8
Test bitstream #MVHEVCS-H
Specification: All slices are coded as I, P or B slices. Only the first picture of each view is coded as IDR picture and thus an IRAP access unit. In addition, every two GOPs start with an access unit which contains pictures that are all CRA pictures. Each picture contains only one slice. NumViews is equal to 3. NumDirectRefLayers of the first non-base view is equal to 1 and NumDirectRefLayers of the second non-base view is equal to 2. For each picture in the non-base view, inter-view prediction is enabled. The three views are with the same spatial resolution. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2.

Functional stage: Decoding of three views with inter-view prediction and inter-prediction. 

Purpose: To conform the random access hierarchical B case (random access 3-view case, IBP cfg.).

Tentative contributor: LGE.
6.6.13.9
Test bitstream #MVHEVCS-I 

Specification: All slices are coded as I, P or B slices. Only the first picture of each view is coded as IDR picture and thus an IRAP access unit. In addition, every two GOPs start with an access unit which contains pictures that are all CRA pictures. Each picture contains only one slice. NumViews is equal to 3. NumDirectRefLayers of the first non-base view is equal to 1 and NumDirectRefLayers of the second non-base view is equal to 2. The P view is coded with viewOrderIdx equal to 1. For each picture in the non-base view, inter-view prediction is enabled. Each view contains both texture and depth and the views are with the same spatial resolution. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2. The vertical constraint of the inter-view motion vector applies only to the P view (for both texture layer and depth layer of this view).
Functional stage: Decoding of three views with inter-view prediction and inter-prediction. 

Purpose: To conform the random access hierarchical B case (random access 3-view case, IBP cfg. MV-HEVC plus depth).

Tentative contributor: Nokia.
6.6.13.10
Test bitstream #MVHEVCS-J
Specification: All slices are coded as I, P or B slices. For the non-base view, only the first picture of is coded as IDR picture and thus an IRAP access unit. In addition, every two GOPs start with an access unit which contains pictures that are all CRA pictures. Each picture contains only one slice. NumViews is equal to 2. NumDirectRefLayers of the non-base view is equal to 1. For each picture in the non-base view, inter-view prediction is enabled. The two views are with the same spatial resolution. The base view contains pictures derived by external means (may be set as dummy pictures). All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2. 

Functional stage: Decoding of two views with the base view being external. 

Purpose: To conform the functionality of hybrid scalability.
6.6.14
Test bitstreams – 3D-HEVC

AI configuration: A bitstream in this configuration contains two or three views, each containing one texture view and one depth view. All slices of the base view are coded as I slices and all slices of the non-base view are coded with only inter-view predictions, thus P slices. Only the first picture of each view is coded as IDR picture. Each picture contains only one slice. NumDirectRefLayers of the non-base views is equal to 1. All texture and depth views are with the same spatial resolution. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2. 
Random access configuration: A bitstream in this configuration contains two or three views, each containing one texture view and one depth view. All slices are coded as I, P or B slices. Only the first picture of each view is coded as IDR picture. In addition, every two GOPs start with an access unit which contains pictures that are all CRA pictures. Each picture contains only one slice. NumDirectRefLayers of the non-base view is equal to 1. For each picture in a non-base view, inter-view predictions are enabled. All texture and depth views are with the same spatial resolution. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2.
3-view configuration: A bitstream in this configuration contains three views, each containing one texture view and one depth view. NumViews is equal to 3. It can be either AI configuration or random access configuration. 

2-view configuration: A bitstream in this configuration contains three views, each containing one texture view and one depth view. NumViews is equal to 2. It can be either AI configuration or random access configuration. 
6.6.14.1
Test bitstreams – texture tools
In this category, test bitstreams are tested with the following default tools enabled. The default tools include disparity motion compensation, Neighboring Block based Disparity Vector (NBDV), the merge candidate list construction (with DoNBDV and VSP disabled). In general, Depth-oriented NBDV (DoNBDV), VSP and Depth Block Based Partitioning (DBBP) are turned off.

In the test bistreams of this category, unless specified explicitly, the depth views are coded with MV-HEVC mechanisms (i.e., only inter-view sample prediction, a.k.a. disparity motion compensation). 

6.6.14.1.1
Test bitstream #3DHC_T_A
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to inter-view motion prediction, advanced residual prediction is enabled in the non-base texture views.

Functional stage: Decoding of three views with inter-view motion prediction and advanced residual prediction (ARP). 

Purpose: To conform the ARP. 

Contributor: Qualcomm.
6.6.14.1.2
Test bitstream #3DHC_T_B
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to inter-view motion prediction, sub-PU inter-view motion prediction is enabled in the non-base texture views.

Functional stage: Decoding of three views with sub-PU inter-view motion prediction. 

Purpose: To conform the sub-PU inter-view motion prediction. 

Contributor: MediaTek.
6.6.14.1.3
Test bitstream #3DHC_T_C
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to inter-view motion prediction, illumination compensation is enabled in the non-base texture views.

Functional stage: Decoding of three views with illumination compensation. 

Purpose: To conform the illumination compensation. 

Contributor: Sharp.
6.6.14.1.4
Test bitstream #3DHC_T_D
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to inter-view motion prediction, ARP, sub-PU inter-view motion prediction and illumination compensation are enabled in the non-base texture views.

Functional stage: Decoding of three views with all texture coding tools enabled. 

Purpose: To conform the combined texture coding tools. 

Contributor: Sharp.
6.6.14.1.5
Test bitstream #3DHC_T_E
Specification: The bitstream in this configuration contains two or three views, each containing only one texture view but no depth view. All slices are coded as I, P or B slices. Only the first picture of each view is coded as IDR picture. In addition, every two GOPs start with an access unit which contains pictures that are all CRA pictures. Each picture contains only one slice. NumDirectRefLayers of the non-base view is equal to 1. For each picture in a non-base view, inter-view predictions are enabled, with inter-view motion prediction, ARP, sub-PU inter-view motion prediction and illumination compensation. All NAL units are encapsulated into the byte stream format specified in Rec. ITU‑T H.265 | ISO/IEC 23008-2.
Functional stage: Decoding of three texture views only with all texture coding tools enabled. 

Purpose: To conform the texture coding tools for texture only bitstream. 

Contributor: HHI.
6.6.14.2
Test bitstreams – depth tools

In this category, test bitstreams are tested with the default tools enabled for texture coding. The default tools include disparity motion compensation, Neighboring Block based Disparity Vector (NBDV), the merge candidate list construction. DoNBDV, VSP and DBBP are disabled. Depth views are coded by default with MV-HEVC mechanisms (i.e., only inter-view sample prediction, a.k.a. disparity motion compensation). 

6.6.14.2.1
Test bitstreams – depth Intra tools

Depth Intra coding tools should be tested in both random access configuration and AI configuration. 

6.6.14.2.1.1
Test bitstream #3DHC_D1_A
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to inter-view sample prediction for depth, DMM 1 is enabled for depth coding.

Functional stage: Decoding of three views with DMM 1 enabled for depth. 

Purpose: To conform the DMM 1 in random access configurations. 

Contributor: HHI.
6.6.14.2.1.2
Test bitstream #3DHC_D1_B
Specification: The bitstream is coded with AI configuration as well as 3-view configuration. DMM 1 is enabled for depth coding.

Functional stage: Decoding of three views with DMM 1 enabled for depth. 

Purpose: To conform the DMM 1 in AI configuration. 

Contributor: HHI.

6.6.14.2.1.3
Test bitstream #3DHC_D1_C
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to inter-view sample prediction for depth, SDC is enabled for depth coding.

Functional stage: Decoding of three views with SDC enabled for depth. 

Purpose: To conform the DMM 1 in random access configurations. 

Contributor: RWTH.
6.6.14.2.1.4
Test bitstream #3DHC_D1_D
Specification: The bitstream is coded with AI configuration as well as 3-view configuration. In addition, SDC is enabled for depth coding.

Functional stage: Decoding of three views with SDC enabled for depth. 

Purpose: To conform the SDC in AI configuration. 

Contributor: RWTH.

6.6.14.2.1.5
Test bitstream #3DHC_D1_E
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to inter-view sample prediction for depth, single depth mode is enabled for depth coding.

Functional stage: Decoding of three views with single depth mode enabled for depth. 

Purpose: To conform the single depth mode in random access configurations. 

Contributor: MediaTek.
6.6.14.2.1.6
Test bitstream #3DHC_D1_F
Specification: The bitstream is coded with AI configuration as well as 3-view configuration. In addition, single depth mode is enabled for depth coding.

Functional stage: Decoding of three views with single depth mode enabled for depth. 

Purpose: To conform the single depth mode in AI configuration. 

Contributor: MediaTek.
6.6.14.2.1.7
Test bitstream #3DHC_D1_G
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to inter-view sample prediction for depth, the all depth Intra tools are enabled together with DLT.

Functional stage: Decoding of three views with depth Intra coding tools enabled. 

Purpose: To conform the depth Intra coding tools in random access configuration. 

Contributor: RWTH/Hisilicon.
6.6.14.2.1.8
Test bitstream #3DHC_D1_H

Specification: The bitstream is coded with AI configuration as well as 3-view configuration. In addition, the all depth Intra tools are enabled together with DLT
Functional stage: Decoding of three views with depth Intra coding tools enabled. 

Purpose: To conform the depth Intra coding tools in AI configuration. 

Contributor: RWTH/Hisilicon.

6.6.14.2.2
Test bitstreams – depth Inter tools

Depth Intra coding tools are tested in random access configuration.

6.6.14.2.2.1
Test bitstream #3DHC_D2_A
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to inter-view sample prediction for depth, the inter-view motion prediction is enabled for depth.

Functional stage: Decoding of three views with inter-view motion prediction for depth views. 

Purpose: To conform the inter-view motion prediction for depth. 

Contributor: Samsung (not confirmed).
6.6.14.2.2.2
Test bitstream #3DHC_D2_B
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to inter-view sample prediction for depth, the inter SDC is enabled for depth coding.

Functional stage: Decoding of three views with inter SDC enabled for depth views. 

Purpose: To conform the inter SDC for depth. 

Contributor: LGE.
6.6.14.3
Test bitstreams – depth dependent texture tools

In this category, test bitstreams are tested with the all texture coding tools enabled. The default tools include disparity motion compensation, Neighboring Block based Disparity Vector (NBDV), the merge candidate list construction. DoNBDV, VSP and DBBP are disabled. Depth views are coded by default with MV-HEVC mechanisms (i.e., only inter-view sample prediction, a.k.a. disparity motion compensation).

6.6.14.3.1
Test bitstream #3DHC_DT_A
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to ARP, sub-PU inter-view motion prediction and illumination compensation, DoNBDV is enabled for non-base texture views.

Functional stage: Decoding of three views with DoNBDV enabled for texture views. 

Purpose: To conform the DoNBDV for texture. 

Contributor: MediaTek.
6.6.14.3.2
Test bitstream #3DHC_DT_B
Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to ARP, sub-PU inter-view motion prediction and illumination compensation, VSP is enabled for non-base texture views.

Functional stage: Decoding of three views with VSP enabled for texture views. 

Purpose: To conform the inter VSP for texture. 

Contributor: NTT.
6.6.14.3.3
Test bitstream #3DHC_DT_C

Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to ARP, sub-PU inter-view motion prediction and illumination compensation, DBBP is enabled for non-base texture views.

Functional stage: Decoding of three views with DBBP enabled for texture views. 

Purpose: To conform the inter DBBP for texture. 

Contributor: Hisilicon.
6.6.14.3.4
Test bitstream #3DHC_DT_D

Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to ARP, sub-PU inter-view motion prediction and illumination compensation, DoNBDV, VSP and DBBP are enabled for non-base texture views.

Functional stage: Decoding of three views with depth dependent texture tools. 

Purpose: To conform the combined depth dependent texture tools. 

Contributor: NTT.
6.6.14.4
Test bitstreams – texture dependent depth tools
In this category, test bitstreams are tested with the all texture coding tools and depth dependent texture tools enabled for non-base texture views. Depth views are coded with depth coding tools enabled and by default, texture dependent depth tools disabled unless otherwise specified. 

6.6.14.4.1
Test bitstream #3DHC_TD_A

Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to all the texture coding tools, all the depth coding tools and depth dependent texture coding tools, sub-PU MPI (Motion Parameter Inheritance) are turned on. 
Functional stage: Decoding of three views with sub-PU MPI enabled for depth views. 

Purpose: To conform the sub-PU MPI for depth. 

Contributor: Qualcomm.
6.6.14.4.2
Test bitstream #3DHC_TD_B

Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to all the texture coding tools, all the depth coding tools and depth dependent texture coding tools, MPI (with sub-PU block size set equal to PU size) is turned on.

Functional stage: Decoding of three views with MPI enabled for depth views. 

Purpose: To conform the MPI for depth. 

Contributor: MediaTek.
6.6.14.4.3
Test bitstream #3DHC_TD_C

Void. 
6.6.14.4.4
Test bitstream #3DHC_TD_D

Specification: The bitstream is coded with random access configuration as well as 3-view configuration. In addition to all the texture coding tools, all the depth coding tools and depth dependent texture coding tools, QTL (Quad-Tree Limitation) is turned on.

Functional stage: Decoding of three views with QTL enabled for depth views. 

Purpose: To conform the QTL for depth. 

Contributor: Orange/MediaTek.
6.6.14.5
Test bitstreams – other combined cases

6.6.14.5.1
Test bitstream #3DHC_C_A

Specification: The bitstream is coded with random access configuration as well as 3-view configuration. All the texture coding tools, all the depth coding tools, all the depth dependent texture coding tools and all the texture dependent depth coding tools are turned on.

Functional stage: Decoding of three views with coding tools enabled. 

Purpose: To conform the common test condition case. 

Contributor: HHI.
6.6.14.5.2
Test bitstream #3DHC_C_B

Specification: The bitstream is coded with AI configuration as well as 3-view configuration. All the texture coding tools, all the depth coding tools, all the depth dependent texture coding tools and all the texture dependent depth coding tools are turned on.

Functional stage: Decoding of three views with coding tools enabled for AI configuration. 

Purpose: To conform the AI configuration. 

Contributor: HHI.
6.6.14.5.3
Test bitstream #3DHC_C_C

Specification: The bitstream is coded with random access configuration as well as 2-view configuration. All the texture coding tools, all the depth coding tools, all the depth dependent texture coding tools and all the texture dependent depth coding tools are turned on.

Functional stage: Decoding of two views with coding tools enabled. 

Purpose: To conform the 2-view case. 

Contributor: Sharp.
	Table 3 – Bitstreams for Multiview Main profile

	Categories
	Sub category
	Bitstream
	File name
	Main
	Main 10
	Main still picture
	Main tier
	Level
	Frame rate (Frames/sec)

	Prediction Structure (2-view)
	Inter-view prediction
	MVHEVCS-A
	MVHEVCS_A_Qualcomm_1
	X
	X
	
	X
	5.1 and higher
	30

	
	All Intra
	MVHEVCS-B
	MVHEVCS_B_Sharp_1
	X
	X
	
	X
	5.1 and higher
	30

	
	Simulcast
	MVHEVCS-C
	MVHEVCS_C_Sony_1
	X
	X
	
	X
	5.1 and higher
	30

	
	Simulcast with asymmetric resolutions
	MVHEVCS-D
	MVHEVCS_D_NTT_1
	X
	X
	
	X
	5.1 and higher
	30

	
	Inter-view prediction and hierarchical B
	MVHEVCS-E
	MVHEVCS_E_Qualcomm_1
	X
	X
	
	X
	5.1 and higher
	30

	
	Inter-view prediction for IRAP AUs only
	MVHEVCS-F
	MVHEVCS_F_Qualcomm_1
	X
	X
	
	X
	5.1 and higher
	30

	Prediction Structure (3-view)
	Inter-view prediction PIP view structure
	MVHEVCS-G
	MVHEVCS_G_NTT_1
	X
	X
	
	X
	5.1 and higher
	30

	
	Inter-view prediction with IBP view structure
	MVHEVCS-H
	MVHEVCS_H_LGE_1
	X
	X
	
	X
	5.1 and higher
	30

	
	Inter-view prediction with IBP view structure and auxiliary depth
	MVHEVCS-I
	MVHEVCS_I_Nokia_1
	X
	X
	
	X
	5.1 and higher
	30

	Hybrid scalability
	
	MVHEVCS-J
	MVHEVCS_J_XXX_1
	X
	X
	
	X
	5.1 and higher
	30


	Table 4 – Bitstreams for 3D Main profile

	Categories
	Sub category
	Bitstream
	File name
	Main
	Main 10
	Multiview Main
	Main tier
	Level
	Frame rate (Frames/sec)

	Texture tool
	ARP
	3DHC_T_A
	3DHC_T_A_Qualcomm_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Sub-PU inter-view motion prediction
	3DHC_T_B
	3DHC_T_B_MediaTek_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Illumination compensation
	3DHC_T_C
	3DHC_T_C_Sharp_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Combined
	3DHC_T_D
	3DHC_T_D_Sharp_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Combined texture only bitstream
	3DHC_T_E
	3DHC_T_E_HHI_1
	X
	X
	X
	X
	5.1 and higher
	30

	Depth tool
	Depth Intra (DMM1)
	3DHC_D1_A
	3DHC_D1_A_HHI_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Depth Intra (DMM1)
	3DHC_D1_B
	3DHC_D1_B_HHI_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Depth Intra (SDC)
	3DHC_D1_C
	3DHC_D1_C_RWTH_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Depth Intra (SDC)
	3DHC_D1_D
	3DHC_D1_D_RWTH_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Depth Intra (single depth)
	3DHC_D1_E
	3DHC_D1_E_MediaTek_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Depth Intra (single depth)
	3DHC_D1_F
	3DHC_D1_F_MediaTek_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Depth Intra (combined)
	3DHC_D1_G
	3DHC_D1_G_Hisilicon_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Depth Intra (combined)
	3DHC_D1_H
	3DHC_D1_H_Hisilicon_1
	X
	X
	X
	X
	5.1 and higher
	30

	Depth tool
	Depth Inter (inter-view motion)
	3DHC_D2_A
	3DHC_D2_A_Samsung_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Depth Inter (inter-SDC)
	3DHC_D2_B
	3DHC_D2_B_LGE_1
	X
	X
	X
	X
	5.1 and higher
	30

	Depth dependent texture tool
	DoNBDV
	3DHC_DT_A
	3DHC_DT_A_MediaTek_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	VSP
	3DHC_DT_B
	3DHC_DT_B_NTT_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	DBBP
	3DHC_DT_C
	3DHC_DT_C_Hisilicon_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	Combined
	3DHC_DT_D
	3DHC_DT_D_NTT_1
	X
	X
	X
	X
	5.1 and higher
	30

	Texture dependent depth tool
	Sub-PU MPI
	3DHC_TD_A
	3DHC_TD_A_Qualcomm_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	MPI
	3DHC_TD_B
	3DHC_TD_B_MediaTek_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	QTL
	3DHC_TD_D
	3DHC_TD_D_MediaTek_1
	X
	X
	X
	X
	5.1 and higher
	30

	Others
	3-view random access
	3DHC_C_A
	3DHC_C_A_HHI_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	3-view all Intra
	3DHC_C_B
	3DHC_C_B_HHI_1
	X
	X
	X
	X
	5.1 and higher
	30

	
	2-view random access
	3DHC_C_C
	3DHC_C_C_Sharp_1
	X
	X
	X
	X
	5.1 and higher
	30
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