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[bookmark: _Toc268271963][bookmark: _Toc268274183]Introduction
The purpose of this document is to provide descriptions of evaluation experiments on Dynamic Adaptive Streaming over HTTP based on the proposals submitted to 110th MPEG meeting. 

This document contains description for 2 core experiments:
· Server and Network Assisted DASH (SAND) in section 2,
· DASH over Full Duplex HTTP-based Protocols (FDH) in section 3,
· URI Signing for DASH (CE-USD) in section 4,
· SAP-Independent Segment SIgnaling (SISSI) in section 5.
[bookmark: _Ref401926619][bookmark: _Toc268272021][bookmark: _Toc268274241]Server and Network Assisted DASH (SAND)
Background/Objectives
In recent years, the Internet has become an important channel for the delivery of multimedia using HTTP as its primary protocol. In April 2012, ISO/IEC published MPEG Dynamic Adaptive Streaming over HTTP (DASH) as an international standard that specified formats for the media presentation description (MPD) and ISO-BMFF/MPEG-2TS segments. As DASH does not define a system or protocol, DASH is considered as an enabler for efficient and high-quality delivery of multimedia content over the Internet.
MPEG is soliciting contributions related to the DASH delivery covering underlying network protocols (e.g., HTTP 1.1 and 2.0) and infrastructure components (e.g., servers, proxies, caches, CDN). One of the main goals is to understand whether MPEG should do any normative work in the delivery aspects of DASH or can rely on existing standards and other organizations. 
The core experiment addresses:
· Unidirectional/bidirectional, point-to-point/multipoint communication with and without session (management) between servers/CDNs and DASH clients
· Providing content-awareness and service-awareness towards the underlying protocol stack incl. server/network assistance
· Various impacts on the existing Internet infrastructure such as servers, proxies, caches and CDNs 
· QoS and QoE support for DASH-based services
· Scalability in general and specifically for logging interfaces
· Analytics and monitoring of DASH-based services
Proposals
Documents for MPEG #103 and #104
· KHU (m26999): DASH and MMT Cross-Layer Interface (informative)
· Huawei (m28174): On Server-Managed Adaptive Streaming
· TNO (m29146): Pushing DASH Events via WebSocket
· Intel (m29246): On DASH Push Events
· Qualcomm (m29444): On Redirection

Documents for MPEG #105
· TNO (m30227): On decoupling content delivery and notification mechanism – CE-SAND
· Huawei (m30357): Contribution to the Server and Network Assisted DASH Operation CE
· KHU (m30191): DASH and MMT Cross Layer Interfaces
· Intel (m30444): 3GPP-based Session Control Procedures for DASH
· Cisco/Qualcomm (m30355): Contribution to SAND CE
· Intel (m30485): On SAND CE: QoS Signaling and Evaluation Results on DASH Adaptation for Radio Congestion Mitigation+
· LS from 3GPP (m29337): Liaison Statement from 3GPP to SC 29/WG 11 on MPEG-DASH
· Workshop organizers (m30334): Submissions to the MPEG Workshop on Session Management and Control for MPEG Dynamic Adaptive Streaming over HTTP (DASH)

Documents for MPEG #106
· m31084: DASH SAND CE: On Cross-Layer Interface (KHU)
· m31085: DASH SAND CE: On Guaranteed Services (KHU)
· m31301: Server and network managed DASH: use cases and requirements (Huawei)
· m31305: Server and network managed DASH: Simulation results for DASH over LTE (Huawei)
· m31412: Faster quality convergence and reduced buffer time using QoS signaling (TNO)
· m31415: MPD pre-resolving and CDN heads up (TNO)
· m31417: On messages in DASH (TNO)
· m31459: Use Cases, Requirements and Categorization for SAND
· m31465: SAND CE: QoE/QoS Aspects (Intel)	
· m31624: DASH Server and Network Control Commands (Samsung)
· m31665: Assisting DASH Clients in a Video Delivery System (Cisco, InterDigital)

Documents for MPEG #107
· m32269: Making DASH cache friendly (Technicolor)
· m32288: MPD update triggering message (TNO)
· m32289: DASH sessions arbitration driven by a DANE (Technicolor)
· m32292: QoS parameter message (TNO)
· m32293: Cooperative operation of multiple DASH clients (Technicolor)
· m32294: Remote management of DASH client populations (Technicolor)
· m32297: CE SAND: DASH Metrics Review	 (Qualcomm)
· m32325: On SAND CE: QoS Signaling for DASH and Proposed Client Adaptation Guidelines (Intel)
· m32326: On SAND CE: Proposed Metrics for Server-Client Signaling Interface (Intel)
· m32332: DASH SAND CE: QoS negotiation mechanism and QoS signaling parameters (Huawei)
· m32392: DASH and IDMS (bitmovin)
· m32609: Proposal for SAND Parameters (Samsung)
· w13976: Technology under Consideration, Section 4 Next segment signaling through HTTP GET extension for CDNs

Documents for MPEG #108
· m33234: Communication Channel for SAND (Samsung)
· m33248: CE-SAND: Differentiated services in DASH (Huawei)
· m33286: CE SAND: Metrics (Qualcomm, dropped)
· m33287: CE SAND: Comments (Qualcomm, dropped)
· m33370: DASH SAND CE: GBR for VBR Media (Kyung Hee University)

Documents for MPEG #109
	Number
	Title
	Source

	m34028
	Avoiding legacy cache pollution with DANE alternative responses
	Technicolor

	m34029
	A DASH aware Home Network: reconciling DASH clients in the Home Network
	Technicolor

	m34040
	DANE-to-DANE interface definition proposal
	Technicolor

	m34088
	Position about cache improvements for DASH
	Technicolor

	m34113
	Enhancing DASH Metrics in SAND Architecture
	Cisco, Conviva

	m34114
	Transport Protocol and Encoding in SAND Architecture
	Cisco, Conviva

	m34115
	Control Messages in SAND Architecture
	Cisco, Conviva

	m34197
	On SAND CE roadmap
	TNO, Cisco

	m34209
	DASH: Subjective metrics parameters for CE-SAND
	Sharp Corporation

	m34245
	DNB comment on SAND CE in MPEG-DASH
	DNB

	m34279
	SAND CE: Network Assisted DASH
	Huawei, Intel

	m34318
	DASH SAND CE: RBR as a DANE Parameter for VBR Media
	Kyung Hee University

	m34432
	CE SAND: Triggering Connection Establishment
	Samsung



Documents for MPEG #110
	Number
	Title
	Source

	m35055
	Common template and decision process for SAND messages
	TNO, Cisco, Technicolor, Qualcomm

	m35069
	CE SAND: comparison of protocols for altlist signaling
	Technicolor



	m35074
	CE SAND: update for parameters
	Technicolor

	m35106
	SAND prioritization based on 3GPP requirements
	Samsung

	m35109
	On SAND Metrics Reporting
	Intel

	m35150
	CE-SAND: HTTP Communication Channel
	Qualcomm

	m35212
	DASH SAND CE: “Scenes’ Clustering” as a new parameter to DANE
	Kyung Hee University

	m35314
	Activity in IETF webpush Working Group Related to the SAND and FDH CEs
	Cisco

	m35356
	MPD expiration signaling as SAND message
	TNO

	m35384
	SAND Parameters for 3GPP
	Samsung




Considered Use Cases
Use Case 1: Network Mobility
A service provider deploys the football distribution as a media presentation based on DASH. The service provider is collaborating with a mobile operator, which deploys CDNs within its distribution network. The mobile operator specifically provides the service through a 3G network as well as to a WiFi network. Each network is supported by an individual CDN. In order to avoid overload of the 3G network, only a subset of the Representations are provided in the 3G network. While shopping with his wife, Jari Ragados watches the service in the mall where there is WiFi coverage. After done with shopping, they move to an outdoor cafe without WiFi coverage, but the service is continuously played by the DASH client, just with lower quality.
Use Case 2: Mobility and Coverage Extension for MBMS-Based Service
The son of Jari, Jarison, is watching the game live in the stadium. Jari picks up his son and drives to the stadium and when he gets there, the same service is provided over DASH+MBMS-based broadcast in HD quality. In addition, multiple views are provided close to the stadium, one being close from the seat where Jarison sits. Jari switches to this view which is only provided over unicast while still using the main audio distribution over MBMS. After the game, Jari and Jarison leave the stadium, but continue to watch the interviews from the stadium in the car served through a 3G network.
Use Case 3: Radio Congestion
Jari and Jarison enter a congested radio area. The mobile operator wants to restrict the required bitrate, but ensure that a basic video quality is maintained for its regular users and some higher quality for premium users. For this purpose they assign certain bitrate quality levels to different users on their HTTP connections carrying DASH-content.
Use Case 4: Static and Dynamic Policies
In the use case 1, the mobile operator may have certain policies that in hybrid WiFi and 3G coverage, clients are expected to use the WiFi network. These policies may be provided to the DASH client in a static or dynamic fashion. Other policies and information may be provided to the client such as the cost of a certain access network, etc.
Use Case 5: Server Overload Scenario
In the following scenario a DASH-based service is unable to communicate with the clients. The server hosting the media segments and/or the MPD might face severe congestion/overload, making it impossible for the DASH clients to obtain any segment or MPD. The best course of action would be to redirect the DASH client to a different server or CDN, but the inability of the server to serve data also makes it impossible to inform the client to do so. Furthermore, new DASH clients, unaware of any server failure, will join the rest of the clients which will only make the situation worse. 
Use Case 6: Server-Controlled DASH
In the use case 3, Jari and Jarison have their own favorite devices equipped with DASH clients from different vendors.  Since both of them are premium users, the mobile operator wants to not just maintain a same bitrate quality level to their HTTP connections but also ensure that they really get the higher video quality and consistent watching experiences when coming to start-up time, quality switching with changing network conditions, dynamic event notification and advertisement insertion, despite the different vendor implemented clients may have their own adaptation strategies (e.g., aggressive or obedient).
Use Case 7: Distribution Overlay and QoE Measurement
End to end content providers use, simultaneously, multiple CDNs, private and public peering arrangements to deliver their content using Internet to the end consumers.  The choice via which route the content is send to the player is based, from a technical perspective, mainly on latency / throughput of the network.
This information is available either via monitoring software or via the APIs of the CDNs. The limitation of this approach is the (subjective) info is only available from parts of the network. A more robust way is when the player reports player state information (buffer under run, experienced latency, packet loss) back to the content provider. In a more pro-active scenario the different routes are tested via this mechanism in order not to have the state of the used network only.
Use Case 8: Managed and Hybrid Services
When all distribution elements are controlled end to end we talk about managed services. Typically this is the case of vertical integrated content distributors who 'own' also the (local) network (vertical integration).  Within their controlled network playout could be optimized by coordinating network and player states. In the situation that a content provider, with an end-to-end service over the open Internet, has a vertical integrated distribution partner a hybrid situations arises. A user accesses via open Internet the (OTT) service of the content provider and selects content. The DASH player could report its location (IP-address) and allow switching to other representations in the managed network.
Use Case 9: Operational Support of Live Service
The service provider offers a DASH-based live service. The service provider wants to understand how many clients are connected and also the behavior of each client and the quality of each client, especially if the quality is not sufficient for certain clients. Based on the feedback the service provider may add additional/remove CDN capabilities, may change the encoding configuration or changes other operational aspects. 
Use Case 10: Bi-Directional Hinting between Servers, Clients and the Network
Currently, DASH and DASH-like other streaming methods treat network as a “black box” and do not make use of feedback that could come from the network. Clients compete for bandwidth with each other as well as other non-streaming flows. Clients shift from one representation to another based on their own observations, and they only observe the network state indirectly. A client can change its behavior over time and start reacting differently than other clients albeit being in the same conditions. 
If several clients are competing for bandwidth, it is possible for them to be locked in a vicious circle of switching representations. This adversely affects quality of experience. An edge node may have a better knowledge of network conditions and a better estimate of how the conditions will change. Informing the clients of the expectation of network conditions could help avoid unnecessary representation switches.   
Intuitively, exchange of state information between the origin servers, caches, clients and the network should provide improvement. For example, when there is congestion, the network elements (such as routers) might be able to inform the servers/clients about the congestion. Another example is when a cache is having upstream congestion and also experiencing a high rate of cache misses due to downstream clients asking for different representations of a particular content, informing the clients about the content availability on the cache might be helpful. Yet, another example is when the information exchange can be used to deal with the oscillation problems that result from multi-client competitions. The competition might be among several clients from the same residence sharing an access link or a larger number of clients sharing an aggregation link. The information that can be conveyed from the servers or the network can complement the observations made by the clients.
Transport-level feedback collected from the servers, clients and certain network elements can be processed on the fly and used to provide specific guidance to the clients. A good example is Conviva, which analyzes real-time feedback information coming from several clients to understand the network/CDN state and then informs each client giving recommendations. One can potentially do better by adding the feedback coming from the network into the mix.
In case of a cache miss, there is a potential for a delay, as the cache will need to send a request to the origin. Providing a “heads-up” to the cache will allow it to prefetch a segment before it is needed.  This is especially important at representation switches, trick modes, and when the client decides to switch to a different CDN, since these cannot be anticipated by the cache.
Use Case 11: Monitoring, Diagnostics and Fault Isolation
What representation a specific content is delivered at, when it is delivered, to whom it is delivered and how it is delivered are important data for content and service providers as well as the advertisers. When something goes wrong in the distribution chain, one must be able to identify what went wrong. Reporting service-level metrics and transport and application-level performance metrics from clients is essential. Reporting which ads were seen is a key metric that allows content monetization. Currently, DASH supports a variety of metrics for this purpose. However, some certain metrics from the servers, caches as well as routers and edge boxes (to some extent) may also be useful. Processing reports coming from all these sources will help diagnose the problem(s) faster. 
It is probably unrealistic to expect reporting functionality on every element on the distribution path but critical points where more problems are likely to occur such as aggregation points should have this functionality. A separate plane (as we do not want to use the media delivery plane for this purpose) must be tasked of collecting, processing and running a detailed analytics on these reports.
Use Case 12: Inter-Device Media Synchronization
The following use cases would require IDMS (see this reference[footnoteRef:1] for a detailed description): [1:  M. Montagud, F. Boronat, H. Stokking, R. Brandenburg, “Inter-destination multimedia synchronization: schemes, use cases and standardization”, Multimedia Systems, vol. 18, no. 6, pp. 459-482, 2012.] 

· SocialTV
· Online Quiz Shows
· E-learning
· Networked real-time multiplayer games
· Distributed tele-orchestra
· Conferencing services
· User-generated content sharing
Requirements:
· Session management: representation formats which enables to establish a session among participating clients for the purpose of exchanging media playout time and related timing information.
· Signaling of media playout time among clients: representation formats for media playout time and related timing information.
Note that the detection of the asynchronism and the actual synchronization of the media playout (i.e., adaptive media playout) remain informative and subject to competition.
Use Case 13: Next Segment Signaling
CDNs can optimize the delivery of DASH resources by pre-caching segments and subsegments into the cache. However, if each segment is named and treated independently, the dependency is not recognized by the network and prefetching from the origin is not possible. 
This is issue is specifically relevant in the case of using segmented Representations in an On-Demand case. In case a single Representation is used, the use of byte ranges provides sufficient indication for the CDN to prefetch additional data. 
One way to accelerate delivery of segmented content over a CDN is to have the edge server pre-fetch the next segment from origin at the same time as it retrieves the current segment. This means that the segment is ready and waiting when the next request arrives from the client. 
Since the edge server serving the media segment is not necessarily the same server which served the MPD, it has no visibility in to what the next segment might be. Additionally, it is stateless, and retains no knowledge of prior requests or related MPD requests. 
So far two alternatives have been proposed to achieve this goal.
HTTP Custom Header in GET Requests
By following the suggested naming schemes for segments within the DASH264 specification and combining that with numerical addressing scheme, prefetching can be enabled, assuming the client is playing forward. However there are four problems with this approach: 
1. for time-based addressing schemas, there is no reliable way to know what the next request will look like, without requiring the edge server to parse the object. 
2. a stateless edge server cannot know whether the client is seeking forward or backwards no matter which addressing scheme it is using.  
3. if a player knows it is going to switch renditions, it cannot communicate this to the server so that the server prefetches the correct segment. 
4. range requests cannot be predicted by the server.
HTTP HEAD Requests for CDN Heads-Up[footnoteRef:2] [2:  ISO/IEC JTC1/SC29/WG11 MPEG2013/m30250, Emmanuel Thomas, Oskar van Deventer, Ray van Brandenburg, Rob Koenen, “Making DASH CDN friendly and CDNi DASH friendly”, August 2013, Vienna, Austria] 

Request routing can take a lot of time in CDNs. Especially in case of CDN interconnection there can be multiple DNS look-ups and HTTP redirects. Additional delay occurs in CDNs with dynamic content ingestion, which ingest a segment from an origin only when requested. In case of segmented content, the successive request routing - and cache-miss delays can seriously deteriorate the Quality of Experience for the viewer.
The DASH client uses HTTP HEAD messages to pre-resolve MDP entries a bit ahead of time. The consecutive HTTP HEAD messages get DNS resolved and HTTP redirected until the actual delivering CDN node is found. This way, no request-routing time is wasted when the actual segment is requested. Additionally, the CDN delivery node can interpret the HTTP HEAD message as a heads up, and already start ingesting the segment into its cache, speeding up the delivery process.
The solution includes MPEG DASH client and server behavior and timing with respect to HTTP HEAD messages. There may also be a capability exchange to indicate whether the server and/or client support the use of HTTP HEAD for this particular purpose. 
MPD Fetch Triggering
This is used to signal up to which time the MPD can be used. In particular this message comprises a publishTime to uniquely identify the MPD and a relative timing information when the validity comes to an end. This could be useful in “warm start” situations. Whether emsg mechanism can be used for this purpose or not is TBD.
Signaling Temporary/Permanent Representation Availability and Unavailability 
It might be desirable to signal DASH clients about the availability and unavailability of certain representations for a limited time or indefinitely. Whether this should be done by changing periods and the MPD or through a SAND channel is TBD. 
Signaling Hinted Representations
The provider or the server would like to signal DASH clients about the preferred representations. 
Working Assumptions
During MPEG#105, the following work assumptions were collected:
· Agreed to continue the work on this Server And Network assisted DASH with focus and potentially provide the relevant standard enablers
· Focus standardization on gaps and enable combination with existing protocols (Focus on highly-scalable protocols that permit 1:1 and 1:many connections) rather then defining new protocols. Ensure that transport over relevant protocols such as WebSocket, XMPP, HTTP/2.0, W3C server push events, etc. is enabled
· Focus on semantics and functional DASH-specific aspects of messages
During MPEG#106 several input contributions were received and reviewed. The baseline architecture in Figure 1 was agreed with the following terminology:
· Media Origin: This function generates the Media Presentation
· DASH Aware Network Element (DANE): This function is an element in the network that understands that a DASH-based Media Presentation is delivered. The level of understanding is not fully defined, but it may be MPD/MIME type only, the MIME type of corresponding segments, may be able to parse the MPD fully or partially, may modify the MPD, or may even modify media segments, etc. However, generally the DASH specific complexity of such an element should be low and modifications of media may have impact on caching efficiency.
· Regular Network element, that has no knowledge on the distributed type of the content, but may for example only recognize the protocol over which the content is delivered.
· DASH Client: an end-point that consumes the Media Presentation
· A third party that is interested in monitoring or supporting the DASH distribution.

[image: Mac2:Users:abegen:Desktop:Screen Shot 2014-07-10 at 11.41.52 AM.png]
[bookmark: _Ref244841812]Figure 1: Baseline SAND architecture.

It was agreed that the CE collects information in the following area:
1. SAND parameters: Parameters from a delivery network element to the DASH client to assist the DASH client operation. They may for example be provided through API or a protocol to the DASH client. As clarification, the arrow from the RNE to the DASH client indicates that the protocol and message in use is independent of DASH, e.g. an HTTP status code, i.e. this message may be generated by RNE that does not understand DASH at all.
2. DASH metrics: Parameters from DASH client to network, uplink: review and improvement of existing DASH metrics and potentially including new metrics. Metrics collect information about the DASH service.  These parameters may be provided through API or a protocol.
3. Parameters for enhancing delivery by DANE (PED): generated by the content author, provided from media server to DASH Aware Network Element (DANE). This information may be provided as part of the DASH formats or in an API/protocol.
4. Define the signaling mechanism (Protocol/API) requirements at the first stage. 
Collected Parameters during MPEG #107
Disclaimer
The following list of parameters was collected during MPEG #107. However, the parameters are neither agreed nor have they been discussed in detail. At this point this only provides a list of parameters as provided by proponents without any status.
Classification
The following classification and attributes are to be collected based on the input contributions
1. Classification of the parameter to SAND, Metrics or PED
2. Parameter Definition
3. Parameter Justification: Deployment/Standards
4. Dynamics and frequency of each parameter
5. Scalability is the parameter, i.e. is it to an individual receiver or is it to many receiver
6. How does it address the above use cases
7. The typical sending or receiving entity
8. Protocol requirements
9. Other information that justifies the standardization of such a parameter 
Parameters
The draft parameters collected during MPEG #107 were included in an excel sheet uploaded with the report. 
Progress in MPEG #108
· New coordinators have been appointed.
· Input contributions have been collected and an aggregated report has been generated (m33285). Emails from Conviva and Technicolor were also discussed. 
· The parameters and interfaces have been reviewed and several comments have been provided as indicated in the attached excel document (SAND_CE_Comments_MPEG108.xlsx).
· No PED parameter has been identified. None of the proposed interfaces has been recognized as necessary, either.
Progress in MPEG #109
· 13 input contributions have been collected and an aggregated report has been generated (m34508). The excel document attached to the report removed the redundant metrics/parameters remaining from the earlier meetings. The excel document has also been updated by the newly discussed metrics and parameters.
· Along the input contributions, there were one NB (Dutch) comment, a general document summarizing the efforts so far and laying out a new framework to make faster progress, four documents for metrics, five documents for SAND parameters, four documents for PED parameters and two documents for protocol/encoding discussion. See m34508 for details.
· Based on the discussions, a new refined SAND architecture and framework has been proposed in m34538, which clarified the interface (client-to-DANE, DANE-to-DANE and DANE-to-client interfaces) and message (metrics, status, PER and PED messages) definitions (Shown in Figure 2). This document was adopted as the baseline for the Working Draft for Part 5 of the DASH standard. Note that DANE now stands for “DASH-assisting network element.”
· It was decided that the WD further includes the following:
· Agreed messages and parameters.
· Use cases for the SAND CE as informative text, probably in an appendix.
· Requirements for the transport protocol to be used to carry the metrics, status, PED and PER messages, and one such example protocol.
· An encoding scheme for the messages and parameters.
· Procedures to use the framework to deliver metrics, status, PED and PER messages (There will be procedures for vendors and other standards organizations to use their own private/experimental messages within this framework while not colliding others’ private/experimental messages).
· Procedures for accepting or rejecting new message proposals (for both common/public and private/experimental ones).
· It was agreed to have three parts in the SAND CE; dedicated for:
· Client-to-DANE interface for metrics/status messages
· DANE-to-DANE interface for PED messages
· DANE-to-Client interface for PER messages
There will still be one CE and report but it will have three parts in it.
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Figure 2: Updated SAND architecture.

Progress in MPEG #110
The common template and decision process for SAND messages described in m35055 has been accepted with the slight exception that JSON is only an example of description language that could be used to describe client and server behaviors. Other description language may actually be used. For reference, agreed description format is available as an annex of present CE description document.

Proponents who have already provided SAND messages proposals are now required to re-submit their proposal in the agreed format for their proposal to be considered for part 5 WD.
New proposals are required to use the agreed format to be considered for part 5 WD.

A few proposals have already been submitted in agreed format (m35074, m35356, m35384). They have been discussed during MPEG110 and proponents may bring additional contribution at MPEG 111 meeting so as to address questions that have been raised.

Finally, several transport solutions for SAND messages have been discussed during MPEG110. Part 5 WD only intends to give examples of such protocols in an informative chapter. Following text shows example of transport solutions already discussed.

[bookmark: _Toc392810843]8          Example Transport Protocol to Carry SAND Messages (informative)
 
8.1       Example Transport Protocol to Carry PER Messages
 
8.1.1    General
The following scenarios are considered for PER messages:
-          Client assistance: A scenario for which the message is provided as auxiliary information for the client, but the service will be continued even if the client ignores the message. This is for example the case when the service provider provides information on the availability of additional networks that may be accessed by the DASH client to request the content. For example protocols and methods, see 8.1.2.
-          Client Enforcement: A scenario for which the client requires to act, the network provides suitable alternatives for future requests. The DANE cannot or is not willing to respond to the request with a valid resource, but provides suitable alternatives. For example protocols and methods, see 8.1.3.
-          Error Cases: A scenario for which the client is informed that the request is not valid and the network provides the reason and possible resolutions for the problem. The DANE cannot respond to the request with a valid resource. For example protocols and methods, see 8.1.4.

8.1.2    Assistance
For assistance, a suitable method is the use of a dedicated HTTP header field that indicates a notification that the DANE has SAND messages to send to the DASH client. Upon receiving an HTTP entity that contains the SAND header field in its entity head, the DASH client issues a GET request to the indicated element to receive the SAND message.
We propose the following ABNF syntax for the header field:
 
SAND-header-field = “X-DASH-SAND-PER” “:” element-address
element-address = absoluteURI | relativeURI
 
The SAND header field provides the URI to the SAND message that is to be fetched by the DASH client using an HTTP GET method. 
 
Other methods are tbd.
 
8.1.3    Enforcement
 
For enforcement, a suitable method is the use of a 300 Multiple Choices response with the following details:
-          the response shall include an entity containing a well formatted PER message from which the client can deduce alternatives it can choose from. The entity format is specified by the media type given in the Content-Type.
-          The response shall not include the Location field to avoid that user agents use the Location field value for automatic redirection. 
This response is cacheable unless indicated otherwise. 
 
The use of the Internet draft “Problem Details for HTTP APIs” https://tools.ietf.org/html/draft-ietf-appsawg-http-problem-00 may provide a suitable format for PER messages.
 
Other methods are tbd.
 
8.1.4    Error Cases
 
For error cases, a suitable method is the use of a suitable 4xx error code with the following details:
-          the response should include an entity containing a well formatted PER message from which the client can deduce the reason for the error code and potential resolution of the problem. it can choose from. The entity format is specified by the media type given in the Content-Type.
 
The use of the Internet draft “Problem Details for HTTP APIs” https://tools.ietf.org/html/draft-ietf-appsawg-http-problem-00 may provide a suitable format for PER messages.
 
Other methods are tbd.

8.2       Example Transport Protocol to transport all type of SAND messages

Some candidates technologies are able to transport the SAND messages regardless of the flow. In particular, Web Socket provides a bi-directional communication channel  suitable to transport PED/PER/Metrics/Status message from  the DASH Client to DANE, DANE to DASH Client and DANE to DANE. Ideally the service in charge of communicating the SAND messages is located on a different server than the media delivery. One advantage of this is that the DASH client can still be informed of problem occurring all along the way of the delivery path.


Work Plan and Timeline
New proposals must now follow agreed format (m35055) and must be submitted by the submission deadline. Review order will be based on the document numbers.

Milestones until MPEG #111:
· Discussion of the old and new proposals is encouraged on the mailing list with the [CE-SAND] tag as this will help with our progress during the meeting.
· By MPEG #111 submission deadline: Coordinators are to collect contributions and generate a CE report consisting of three parts.
During MPEG#111
· Discuss and evaluate the new message proposals based on the agreed refined architecture and WD.
· Include the agreed (new and old) proposals in the WD.
Prospective EE Participants
· Huawei
· Intel
· Qualcomm
· TNO
· KHU (Kyung Hee University)
· Cisco
· Arris
· University of Klagenfurt
· Samsung
· Microsoft
· Interdigital
· Ericsson
· Technicolor
Coordinators
Ali C. Begen, abegen@cisco.com (PED/PER Parameters)
Emmanuel Thomas, emmanuel.thomas@tno.nl (Metrics and Status Messages)
Mary-Luc Champel, mary-luc.champel@technicolor.com



[bookmark: _GoBack]ANNEX 1: Agreed format for SAND messages


Motivation
This part explains in one or two sentences maximum the purpose of the parameter. If further details are needed, please refer to corresponding contributions. If the parameter is linked to other parameters, their relation should be exposed here as well.

Example :
	// Mandatory part
This parameters improves the QoE for concurrent DASH clients sharing the same network link.



[bookmark: _Toc400556201]Source and destination
This part defines which entity is the receiver and which entity is the sender. The field  Type indicates the type of message as defined so far in the SAND Core Experiment, PED, metrics, etc…

Example :
	// Mandatory part
Sender   : DASH client
Receiver : DANE
Type     : Metrics 


[bookmark: _Toc400556202]
Data representation
This part describes the structure of the parameter according to JSON schema syntax specified by "JSON Schema: core definitions and terminology", http://tools.ietf.org/html/draft-zyp-json-schema-04. The description field is mandatory to be filled in as accurately as possible. Please note the use of the JSON schema does not presume anything regarding the final technical solution. It is merely a human readable syntax to express the data carried by the message.

Example :
	// Mandatory part
{
  "type": "object",
  "properties": {
    "prop1": { 
               "type": "string",
               "description": "This represents the name of ..." },
    "prop2": { 
               "type": "number",
               "description": "This represents the quantity X expressed in Y unit."},
    "prop3": { 
               "type": "date-time",
               "description": "This represents the date of ..."}
}



[bookmark: _Toc400556203]Sender-side logic
This part explains how the parameter may be generated. The logic is expressed as a constructor. In case the properties are complex data, it is expected to specify how they are computed.

Example :
	// Mandatory part - This is an example of a constructor for a DANE
my_parameter_name()
{
  prop1 = get_month_name() 
  prop2 = get_number_of_user_comsuming_same_content()
  prop3 = get_date_last_crash()
}
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This part illustrates how the receiver may use the parameter. Note that it is mandatory to write the on_reception procedure.

Example :
	// Mandatory part – This is an example of procedure for a DASH client
on_reception(my_parameter_name)
{
  param = compute_result(my_parameter_name)

  if param > vendor_defined_limit
  then
    increase_quality_representation()
  else
    decrease_quality_representation()
  end if 
}

// Optional part -- This is an example of procedure for a DASH client
param [int] param1 Represents A expressed in B units.
param [out] param2 Represents X expressed in Y units.

param2 compute_result(param1)
{
  if param1 < limit_client
  then
    param2 = param1 + 20
  else
    param2 = param1 - 20
  endif

 return param2
}



[bookmark: _Ref401926630]DASH over Full Duplex HTTP-based Protocols (FDH)
Background/Objectives
The primary focus of the 1st Edition of MPEG-DASH was on media delivery over the HTTP protocol.  Using HTTP for streaming media delivery has many advantages, including well-defined mechanisms for caching and the availability of a widely deployed existing infrastructure. 

There are also many disadvantages to using HTTP for streaming as compared to more traditional streaming protocols.  The “pull” based nature of HTTP means that the client has exclusive control over the session including control of the network access patterns.  It also introduces latency, as content cannot be delivered to the client until the client makes a request for the object.  A media server often knows more about network conditions and content availability than the client, but in such a system this knowledge often cannot be acted on until it is too late for the client to take appropriate action.

MPEG is soliciting contributions related to DASH in regard to how DASH delivery formats and content model can be applied to full duplex HTTP-based transport protocols.    

The intention is not to define a new streaming transport, but to explore how DASH might be bound to existing protocols that support a full duplex-based channel.  Work should be limited to the WebSocket and HTTP/2 protocols, as work on these protocols is well advanced, specifications for them are widely available, and they are designed to be compatible with existing HTTP deployments. 

The objectives of this core experiment are:
· Define a model for how DASH will operate using full duplex HTTP based protocols
· Define specific bindings for WebSocket and HTTP/2
· Identify any potential additions or optimizations to DASH that may be motivated by the new delivery model or the protocol-specific bindings
· Document a reference client that uses HTTP/1.1 in order to understand how the actions and methods when using HTTP/1.1 are mapped to new protocols 
Proposals
Documents for MPEG #108 

· m33222 HTTP Streaming for DASH

Documents for MPEG #109

· m33623 DASH over HTTP2.0 and WebSockets
· m33665 Use of HTTP2 push feature for DASH improvement
· m33929 DASH over HTTP 2.0
· m33948 Requirement Analysis of DASH over HTTP2.0 and WebSocket
· m34438 On DASH/2.0
· m34349 Use of WebSocket for DASH Delivery
· m34523 CE-FDH Report

Documents for MPEG #110

· m34631 DASH sub-frame format of WebSocket
· m34632 [CE-FDH] Benefits of HTTP/2 Push feature for DASH
· m34641 Client-requested push for DASH [CE-FDH]
· m34643 [CE-FDH] Dash over HTTP 2.0 using K-Push
· m35107 DASH over WebSockets: implementation and sub-protocol specification
· m35314 Activity in IETF webpush Working Group Related to the SAND and FDH CEs
· m35359 CE-FDH Report

Considered Use Cases
 Use Case 1: Basic Streaming for VOD
A viewer begins a playback session for a DASH stream.  The DASH client begins the playback session in the usual way, by requesting or otherwise acquiring the DASH MPD.  Through some means of protocol negotiation, the client establishes a push session with a push-enabled media server.  Using its knowledge of the content and network conditions, the server transmits DASH content segments and/or MPDs to the client, which plays them back just as it would had the client requested those segments over HTTP.  As this is VOD content, initial playback usually occurs at the beginning of the presentation and ends when the entirety of the presentation has completed.
 Use Case 2: Basic Streaming for Live
A viewer begins playback as described in Use Case 1, but as this is a live stream playback begins at the “live” end of the presentation, and continues indefinitely until the live stream ends. 
 Use Case 3: Seeking
A viewer begins playback as described in Use Case 1 or 2 (using timeshifting).  At some point during playback of the presentation, the viewer seeks to a particular point in the VOD presentation, or within the time shift buffer of the live stream.  Playback begins at the new location.
 Use Case 4: Trick Play
A viewer begins playback as described in Use Case 1 or 2 (using time-shifting).  At some point during playback of the presentation, the viewer begins to fast-forward to a new point in the VOD presentation, or within the time shift buffer of the live stream.  Playback begins at the new location.
 Use Case 5: HTTP-based Full Duplex Protocol not supported by Client
A viewer begins playback as described in Use Case 1 or 2.  The DASH client does not support a push-based protocol, although in this case the server does.  The playback session is initiated and operates smoothly, using HTTP as a transport.
 Use Case 6: HTTP-based Full Duplex Protocol not supported by Server
A viewer begins playback as described in Use Case 1 or 2.  The server does not support a push-based protocol, although in this case the DASH client does.  The playback session is initiated and operates smoothly, using HTTP as a transport.
 Use Case 7: Adaptation Due to Network Conditions
A viewer begins playback as described in Use Case 1 or 2.  During playback, network conditions (as observed by the DASH client) degrade significantly, requiring playback to be switched to a lower bitrate representation of the content in order to maintain smooth playback.  Later in the session network conditions improve and playback is switched back to a higher quality representation.
 Use Case 8: Large-scale Live Distribution
An important sports event is being distributed live.  Viewers begin their playback session as described in Use Case 2.  A very large number of viewers will be watching the live broadcast simultaneously.
 Use Case 9: Low-delay Live Distribution
An important sports event is being distributed live.  Due to its time sensitivity, the live broadcast is presented with as little delay behind live as possible.  As in Use Case 8, the popularity of this event means that there are a very large number of viewers watching the stream live.
Working Assumptions
Based on initial contributions from participants, this core experiment will operate under the following working assumptions:

· The basic topology of a DASH system should not change from the existing design.  Specifically, it is assumed there is a content origination point, a Content Delivery Network (CDN) or other intermediate network, and a DASH-capable client.
· In many cases, the network will be heterogeneous, consisting of some mix of HTTP2.0/WebSocket elements and HTTP 1.1 elements, some of which are not DASH-aware.
· Content publishers may not have complete control over the network used to deliver their content (for example, they publish over several 3rd-party networks simultaneously).
· It is desirable to ensure the system operates without content authors having to change their DASH MPD or content.
Detailed Requirements
· Performance
· Solution SHALL provide a material improvement in function or performance over current HTTP/1.1 semantics
· Solution SHOULD provide fault tolerance and robustness that are comparable to current HTTP/1.1 based systems
· Backwards Compatibility
· Solution SHALL interoperate with existing HTTP/1.1 infrastructure
· Solution SHALL not assume that HTTP/2 or WebSocket is available at all endpoints and SHALL fallback gracefully to HTTP/1.1 when necessary
· Solution SHALL interoperate with the load balancing and other load management mechanisms used by CDNs and other networks to provide scale and robustness
· Solution SHALL support caching using HTTP Content Delivery Networks (CDNs)
· Solution SHOULD support implementation in common web browsers that support the given protocol (WebSocket or HTTP/2)
· Reuse
· Solution SHOULD require minimal extensions to currently defined DASH formats and protocol
· Solution SHOULD avoid forcing content authors to change their content
· Adaptive Bitrate Switching
· Solution SHOULD maintain the client side adaptive switching logic originally designed for HTTP/1.1 semantics
· Solution MAY provide additional in-band signaling to improve client’s ability to perform adaptive switching
· Ease of Adoption
· Solution SHOULD prefer use of generalized constructs, rather than DASH-specific constructs, to aide in ease of adoption
· Solution SHOULD minimize the amount of DASH-specific knowledge servers or network elements must maintain in order for the system to operate

Evaluation Criteria

Submitted proposals for new technology to be included in MPEG-DASH will be evaluated based on the following criteria:

· Proposals will be evaluated based on end-to-end live latency improvement, as measured in seconds from capture (if applicable)
· Proposals will be evaluated on whether or not they are fully backward compatible with HTTP/1.1 infrastructure
· Proposals will be evaluated on the reduction of server load (transactions/network calls or other well defined unit of work at the server)
· Proposals will be evaluated on cache efficiency at the CDNs.  Higher cache efficiency (as measured by cache hit/miss ratio) will be considered beneficial. 
· Proposals will be evaluated on their benefits both in a homogenous environment (where all network elements are HTTP/2 or WebSocket capable, and are DASH-aware) and on their benefits in a heterogeneous environment (where some network elements are HTTP 1.1 capable, and/or some elements are DASH-unaware).
· Proposals will be evaluated on reduction in overall network traffic (as measured as percentage decrease in total bytes transferred, per session) and on reduction in bandwidth required (peak, average etc. as measured in bits per second). 
· Proposals will be evaluated on improvement of existing compute, storage, power (client) or network infrastructure.
· Proposals will be evaluated based on their resiliency and fault tolerance, as compared to systems based on HTTP 1.1.
· Proposals will be evaluated based on their generality, in other words, how applicable the mechanisms they define may be used for non-DASH usages.
· Proposals will be evaluated based on the amount of DASH-specific knowledge must be maintained by servers or network elements in order for the system to operate.

Current Issues to be Resolved
The following is a list of specific technical issues that need to be resolved and are under active investigation by participants:

General
· What is the right granularity and mode of addressing should we use to signal to the server that it should push certain segments?  Should this segment based or representation based?  Should it include multiple representations (i.e. audio and video, or multiple quality layers) in a single call, or should we use separate signaling for each representation?
· Is it possible to make the push signaling more generic (i.e. not DASH-specific) in order to make it easier to adopt?
· Is there a measurable performance advantage to allowing for server-controlled adaptation?
WebSockets
· What is the exact connection setup and HTTP 1.1 fallback flow that a client will execute to setup the WebSocket session, given an MPD URL?
· How will multiple content streams be multiplexed on a WebSocket connection?  Is it best to multiplex over a single WebSocket connection, or should multiple connections be used?
HTTP/2
· How can we best align the technology we are proposing with the “web push” activities currently being started in the IETF?
Prospective EE Participants
· Adobe
· Alpen-Adria-Universität Klagenfurt
· Arris
· Bitmovin
· Canon
· Cisco
· Ericsson
· Huawei
· InterDigital
· Qualcomm
· Samsung
· Sony
· Telecom ParisTech
· TNO
Work Plan and Timeline

Milestones until MPEG#111:
· by January 30th, 2014: Participants provide contributions for integrated proposals for both WebSocket and HTTP/2 bindings.  Contributions to be uploaded to MPEG’s document repository and contributors to inform the DASH reflector.
· by February 3rd, 2014: All participants have reviewed and commented on contributions
· by February 6th, 2014: Participants have a conference call  to discuss contributions and development of integrated solution
· after MPEG 111 submission deadline : Coordinators collect contributions into CE report

During MPEG#111
· Discuss integrated solutions for DASH over HTTP2 and WebSocket
· Refine draft proposal in CE report based on discussion
Environment
Evaluation experiments will be conducted through email discussions on DASH reflector with [CE-FDH] tag and at the adhoc meeting prior to MPEG#111.
Coordinators
Imed Bouazizi, ibouazizi@gmail.com
Vishy Swaminathan, vishy@adobe.com
Kevin Streeter, kstreete@adobe.com
[bookmark: _Ref401926561]URI Signing for DASH (CE-USD)
Background
IETF has specified a mechanism for URI signing for CDN Interconnection [USD1]. IETF chose a generic design that allows the mechanism to be used in non-CDNI cases as well. Last year, IETF published a document that studied the case of how to apply URI Signing techniques to segmented content [USD1]. While the original purpose of URI signing as being defined in IETF is to allow a CDN to check the authenticity of an incoming request, e.g. to prevent deep-linking, the mechanisms provided by URI signing can also be applied to allow for other use cases, e.g. to prevent a client from skipping pre-roll and mid-roll advertisements.

Proposals

Documents for MPEG #108
· m33218 On URI signing in DASH
· m33271 Adaptation of URL Signing in DASH

Documents for MPEG #109
· m34260 Proposed integration of URI signing in MPEG-DASH use cases
· m34320 Thoughts on URI Signing in MPEG DASH

Documents for MPEG #110
· m35051 Status of IETF-MPEG discussions around URI signing in DASH

Considered Use Cases

Use case 1 : Delayed validation time. 
For various reasons, among them pre-roll and mid-roll advertising, a Content Service Provider might not want a client to access certain segments until after a given period of time. By chaining segment requests through the use of URI Signing, an HTTP Server might reject requests coming in before the predefined validation time. 
Use case 2 : Temporary token
A user has been granted access to a specific content for a certain period of time. A specific token has been generated whose validity matches this specific period of time. The DASH client inserts this token in each segment request. On the server side, the HTTP server can check whether the DASH client is still allowed to retrieve the content.

Objectives

The objective of the CE-USD is to answer the following questions.

1) How to use IETF URI signing for DASH and adaptive streaming ?
2) What are the relationship and overlap between URI signing and AMD2 authentication/content access control ?

Regarding point 1), IETF experts will do most of the work regarding the integration of URI signing and HTTP adaptive streaming in general. From that point DASH experts will study the applicability in the DASH context. DASH experts will investigate the similarities and the differences between this CE and the authentication/content access control in AMD2.
Prospective EE Participants
· TNO
· Huawei
Workplan and Timeline

After MPEG #110
· IETF meets up in November. The CDNi group will address the topic of URI signing and HTTP adaptive streaming,
· Gather feedback from IETF discussion
· Possibly a conference call 2 weeks before next meeting

During MPEG #111
· Review IETF input from their discussion
Environment 
Discussions will take place on DASH reflector with [CE-USD] tag and at the adhoc meeting prior to MPEG#111.
Coordinators

Emmanuel Thomas, emmanuel.thomas@tno.nl
Xin Wang, xin.huawei.wang@huawei.com

References
[USD1]  http://tools.ietf.org/html/draft-ietf-cdni-uri-signing-00
[bookmark: _Ref401926574]SAP-Independent Segment SIgnaling (SISSI)
Background/Objectives
This core experiment considers enabling the relaxation of most profiles that each segment starts with a SAP of type 1 or 2 in order support lower latency and at the same time coding efficiency. 
Proposals
Documents for MPEG #110 and #104
· Qualcomm (m35157): Segment-Based Low-Latency Live for DASH
Considered Use Cases
Use Case 1: Low latency live
A service provider would like to distribute a low latency live service. It is therefore relevant that each segment can be generated as quickly as possible to be made available on the origin server. Short segments are necessary.
However, by creating short segments, the service provider has two options:
· Use the ISO BMFF live profile: This means that each segment must start with a SAP of type 1 or 2, but segments must all be of the same duration in one Adaptation Set. Therefore it requires a tradeoff between segment durations (should be short) and IDR frame distance (should be large for coding efficiency purpose).
· Use the ISO BMFF main profile: This means that no MPD-based signaling on switch points (SAP type 1 or 2) is possible and the client needs to parse the segments in order to find out how to access the sample.
The service provider is not happy with the ISO BMFF Based DASH options as no profile fits its requirements. 
Use Case 2: Fast Tune In
A service provide would like to distribute one Representation that has high SAP frequency (typically type 3 is possible) in order for quick access. However, after tune in the client would like to switch to a Representation that is more efficient and has less IDR frames. The Representation may even have a different segment size. This scenario may be the case in unicast only, but also in a hybrid case. The scenario is shown in Figure 1


[image: ]
[bookmark: _Ref401902319]Figure 1 Fast Unicast Join

In this case a unicast representation is offered with a quarter of the segment duration and the client can immediately choose to playout the unicast short segments until the efficient (long segment, long IDR frame distance) broadcast Representation arrives. Signaling of these capabilities (position of random access points and switch points) in the MPD is relevant but not possible today.
 Use Case 3: Fast Tune In with S-HEVC
In a continuation of use case 3, there may be an offering of a base layer with low RAP frequency and even low segment size and an enhancement layer that has larger GOP frequency. Then the same should be achieved. Signaling this features is not possible today.
Use Case 4: Efficient Time-Shift Buffer
In certain cases, a Representation may be offered at the live edge with small segments, but as soon as you move to time shift buffer, the segment size increases. The representations should still be in one adaptation set to express seamless switching capabilities, but they should not be forced to have the same segment sizes and or the same switch point/random access point frequency.
Use Case 5: Segment Availabilities
In order to reduce latencies, not only the Segments need to be short, but also the time between generating the Segments and the publication needs to be short and to avoid 404s, the segment availability times need to be available to the receiver. Segment templates provide a pattern to announce availability times, but this requires that segments are available at an exact time and therefore variations in segment durations either need to be taken into account when announcing the segment availability start times and the encoder needs to follow this pattern. If the content provider is not forced to generate an IDR frame with segment availability times, it can more easily vary IDR frame placements and segment availability times can be announced more accurately. This aspect needs to be considered in signaling segment durations.
Working Assumptions
During MPEG#110, the following work assumptions were collected:
· Segment sizes are defining the transport units, not the switching granularity.
· Random access points are typically not sufficient clean switch points as random access is often performed to with SAP type 3 or 4.
Evaluation Criteria
The following evaluation criteria are considered:
· Does it fulfill the use cases?
· How can the signaling be generated at the content author?
· How can the signaling be made available to the receiver?
· What are the backward compatibility aspects of the signaling?
· What is the complexity of the signaling?
Work Plan and Timeline
Milestones until MPEG #111:
By Dec 15th:
· Refine use cases
· Collect further use cases for the core experiment
· Collect further evaluation criteria
· Define terminology: switch point, random access point, earliest presentation time
By Jan 15th
· Collect signaling proposals to address the use cases
By Jan 30th
· Have a conference call to discuss and evaluate the signaling proposals.

During MPEG#111
· Discuss CE report
· Agree on signaling option to address the use cases
· Include the signaling options to a new amendment
Prospective EE Participants
· Qualcomm
· Adobe
· Technicolor
· Ericsson
· Thomson Video Networks
· Nokia
Environment
Evaluation experiments will be conducted through email discussions on DASH reflector with [CE-SISSI] tag and at the adhoc meeting prior to MPEG#111.
Coordinators
Thomas Stockhammer (tsto@qti.qualcomm.com)
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