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1 [bookmark: _Toc387079572]Introduction

This document describes the Compact Descriptors for Visual Search (CDVS) Test Model (TM) 10.0 (CDVS1) (CDVS2). In particular, this document looks at the TM architecture, the operation of the informative component technologies (descriptor matching and retrieval) of the TM, and the offline or training procedures for both the normative (descriptor extraction) and the informative (descriptor matching and retrieval) component technologies of the TM. This document should be read in conjunction with the Text of ISO/IEC DIS 15938-13 Compact Descriptors for Visual Search (CDVS3), which examines the normative (descriptor extraction) pipeline.

The TM implements the required functionality for the extraction and comparison of compact descriptors constrained to a set of predetermined descriptor lengths.

In particular, two procedures for descriptor comparison are implemented in TM, aiming at reproducing two fundamental tasks for real visual search systems: pairwise matching and retrieval. The former regards automated verification of whether two images depict the same objects or scene; in this case, descriptors extracted from a query image are matched against the descriptors of a reference image, in order to determine whether they match or not. The latter regards the search and discovery of images contained within a large collection that depict the same objects or scenes as those depicted by a query image; this requires the database images to be processed for the creation of a database which may be searched using the descriptors extracted from the query. Figure 1 and Figure 2 depict the general architectures for pairwise matching and retrieval procedures, respectively.



[image: ]

[bookmark: _Ref325644572]Figure 1. Pairwise matching architecture.
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[bookmark: _Ref326000023]Figure 2. Retrieval architecture.

The current document is structured as follows: Section 2 briefly looks at the extraction of compact descriptors for visual search. Sections 3 and 4 describe the operations performed by the TM for the pairwise matching and retrieval procedures, respectively. Section 5 provides some insight about the reference software structure and architecture. Some of the operations supported by TM require training: the procedures enabling such a training phase are described in the Appendices.

2 [bookmark: _Toc387079573]Compact descriptor extraction

[image: ]


[bookmark: _Ref325644832]Figure 3. Descriptor extraction pipeline.

The compact descriptor of an image is composed of two main elements, namely a selected number of compressed local descriptors and a single global descriptor, representing the whole image.

Figure 3 illustrates how the TM produces a compact descriptor of an image in a series of processing steps:

1. Keypoint detection: Identification of ALP keypoints based on the creation of a scale space made by a set of Laplacian of Gaussian filtered images and the subsequent identification of extrema in this space by means of polynomial approximations.
2.  Feature selection: Selection of a limited number of keypoints on the basis of their characteristics, in order to identify those that maximize a measure of expected quality for subsequent matching.
3. Local descriptor computation: Computation of local descriptors in correspondence of the selected keypoints.
4. Local descriptor compression: Transform and scalar quantisation-based compression of the selected local descriptors.
5. Coordinate coding: Compression of the coordinates of the selected key points.
6. Global descriptor aggregation: Aggregation of local descriptors, to form a single global descriptor (depending on the mode).

See the Text of ISO/IEC DIS 15938-13 Compact Descriptors for Visual Search (CDVS3) for more details on the descriptor extraction pipeline.

3 [bookmark: _Toc387079574]Pairwise matching

[image: ]

[bookmark: _Ref325975235]Figure 4. Pairwise matching using compressed local descriptors.

This section describes the pairwise matching procedure between the compact descriptors extracted from the query and the reference images. The pairwise matching determines whether the query and the reference images depict the same objects or scene (a match), or not (a non-match). In case of a match, it also produces localization information, i.e. the position of the matching objects in the image. 

Pairwise matching procedure encompasses a comparison between the global descriptors of the query image and the reference image, as well as the matching of the local descriptors present in both images. Figure 4 illustrates the pairwise matching procedure.
3.1 [bookmark: _Toc387079575]Global descriptor matching

For the matching of the global descriptors, given two images X and Y, the similarity score is a weighted correlation between their global descriptors and can be calculated quickly by (i) using bitwise XOR and POPCNT to compute Hamming distances, and (ii) reading the weights from a small look-up table. If the similarity score exceeds a threshold, this image pair is decided as a match, otherwise a non-match.



where  denotes the binarized vector of(or ). We have  if the i-th Gaussian is selected; otherwise, . denotes the Hamming distance, ranging from 0 to D (D=24 for operating point 512B or 32 for other operating points).  denotes the penalty to the Hamming distance. Weights are learned from the matching/non-matching image pairs of INRIA Holidays, Oxford Buildings and Pasadena Buildings.

A single thresholdis used to distinguish the match/non-match. If, image pair is decided as a match; otherwise, a non-match.

3.2 [bookmark: _Toc387079576]Local descriptors matching

First, the compressed local descriptors and their coordinates are decoded for both images.

The local descriptors are decoded and then compared in the compressed domain using the L1 distance, which is calculated for corresponding groups of four ternary elements using XOR and a small lookup table. When descriptors of different lengths are matched, the scalability of the local descriptors is exploited by reducing the higher length descriptors to the subset of elements which appear in the lower length descriptors.

The ratio of closest distance and the next closest distance is used as a criterion for distinctiveness to determine the key point matches (correspondences) between the two images.

The TM also includes a two-way keypoint matching tool, whereby matching keypoints are identified in both directions, i.e. by identifying in the query image the keypoints that match the keypoints of the reference image and by identifying in the reference image the keypoints that match the keypoints of the query image, and by retaining the intersection between the two sets. This results in a set of keypoint matches which are consistent in both directions, which in turn results in pairwise matching and retrieval accuracy gains. This tool is part of the TM, but is not used for the generation of anchor results and core experiment evaluations.

Whenever two or more different keypoints in one image match the same keypoint in the other image, the match that has the smallest distance ratio is maintained. This improves the chance of having correct matches among those submitted to the following stage, the geometric consistency check.

The geometric consistency check is performed to determine the number of inliers among the key point matches for the two images. If a certain hypothesis test is passed and a weighted sum of the inliers exceeds a threshold, the two images are considered as a match. The weights depend on the ratio of the two closest descriptors computed in the keypoint matching stage and privilege stronger matches. Finally, in case of a match, homography estimation is conducted to produce localization information. 

The following subsections present the details of the geometric consistency check and the homography estimation for localization. 

3.3 [bookmark: _Toc387079577]Geometric consistency check

The TM uses the histogram of logarithmic distance ratios (LDR) for pairs of matches. This histogram was introduced in (Tsai S. , et al., 2010). The technique used in the TM and described here has the acronym DISTRAT (distance ratio coherence.) 

Suppose that for a given couple of images the keypoints have been found and matched



where  denotes the coordinates of a keypoint in the first image and  denotes the coordinates of the keypoint in the second image that is matched to .

The LDR for these matches are 



forming the set

.

It may be observed that the LDR for pairs of inliers is distributed in a manner that is distinctively different to how the LDR for pairs of outliers and (inlier/outlier) pairs are distributed.  This behavior is studied by first forming a histogram for these values, by counting the occurrences over each bin,
.

The bins  are adjacent intervals subdividing the numbers between for example  and .

The inlier behavior is expressed by the double inequality



which proposes that the set of keypoints in one image will undergo squeezing and stretching within certain limits with respect to the set of keypoints in the other image.  Thus the inliers would contribute to bins contained in  which for most cases is a limited portion of the histogram.

The outlier behavior is expressed through a discrete probability density

,

defined as in (Lepsøy, Francini, Cordara, & Gusmao, 2011). This function is called the outlier pdf. The TM software also provides for an alternative nonparametric version of .

The method proceeds in two stages: one is a hypothesis test used to exclude rapidly most non-matching pairs of images, the second estimates the inliers, used for ranking, decision and localization purposes.

The hypothesis test compares the histogram  to the outlier pdf  through Pearson’s goodness-of-fit test. This test has the probability of false positives as a parameter. This probability is set a little higher than the target, leaving the final decision to the second step.

The inliers are estimated by solving the eigenvalue problem outlined below.

· Compute  the factor ,



· Create  the outlier normal  of the histogram 

.

The name outlier normal is chosen since  (considered as a K-dimensional vector) is orthogonal to the outlier pdf .

· Let   be the quantizer that assigns a bin to any LDR value, 



Make the inlier evidence matrix 



where , and  are the LDR values, 

· Find the dominant eigenvector   of    with eigenvalue  ,

.

· Estimate the number of inliers, 

.

·  The inliers correspond to (the indices of) the  largest elements in the eigenvector .

It can be shown that the expected inlier evidence matrix (i.e.  modelled as a random matrix) has the exact inlier indicating vector as its dominant eigenvector. The elements of this vector assume only two values: zero in correspondence to the outliers and a nonzero constant in correspondence to the inliers.

The robustness of the method, i.e. why it works well in practice, can be demonstrated through an eigenvalue sensitivity analysis. 
3.3.1 Examples

Figure 5 shows two images depicting the same building, photographed a different angles and distances. This figure also indicates the keypoints and matches. As can be seen, the matches are predominantly incorrect, due to both the repeated patterns that are found on building facades and the occlusion by trees.

Figure 6 shows the inliers identified by the algorithm.

Figure 7 shows the functions used by DISTRAT: the histogram of LDR values, the outlier pdf, and the outlier normal. One may notice that the peak in the outlier normal, over the interval of LDR values that pertain to inliers, does not coincide with the peak in the LDR histogram.

Figure 8 shows the elements of the dominant eigenvector, used to identify the inliers.

[image: ]
[bookmark: _Ref325646985]Figure 5. Two matching images with all 45 matches shown. The circles indicate keypoints, and each line points to the position of the matching keypoint in the other image.

[image: ]

[bookmark: _Ref325647145]Figure 6. The same images with the 9 inliers found by DISTRAT. The circles indicate keypoints, and each line points to the position of the matching keypoint in the other image.


[image: Y:\inlier_id_DISTRAT\lamarmoraHistograms.eps]

[bookmark: _Ref325647290]Figure 7. The functions used by DISTRAT to identify inliers in the image pair of Figure 5. The LDR histogram  is shown in solid blue, the scaled outlier pdf  is shown in dash-dotted green, and the outlier normal  is shown in dotted red. Note that the peak that corresponds to the largest value in the outlier normal does not coincide with the peak of the LDR histogram.

[image: ][image: ]

[bookmark: _Ref325647525]Figure 8. To the left: the dominant eigenvector r. To the right: the elements have been sorted in descending order. The 9 largest elements are identified as inliers.


3.3.2 [bookmark: _Toc313035909]Weights for the image match decision
The TM assigns weights to the local feature matches declared to be inliers by DISTRAT. The weights are estimates of the conditional probability of correct match, given the distance ratio. 

The procedure for training and approximating these weights is found in Appendix D. The weights are given by the function


where r denotes the distance ratio. 

The TM quantifies the match between two images by accumulating the weights of the local feature matches that are found to be inliers in the geometric consistency check step. If the sum of these weights exceeds a given threshold, then image match is declared, as in



where  is the distance ratio for local feature match  and  is a threshold that depends on the query length.
3.4 [bookmark: _Toc387079578]Homography Estimation for Localization 

DISTRAT identifies inliers with high precision, however in some cases the identified set may still contain one or two outliers. This does not cause problems for image matching, but it may cause incorrect estimates of spatial transformations. Therefore, the TM applies a short run of RANSAC for homographies to the estimated inlier set. A very large portion of this set is already correct, so a small number of RANSAC iteration is sufficient. 10 iterations are used to keep the computation time in RANSAC very low.

[image: ]

Figure 9. Homography estimation for localisation.

In more detail, the localization stage in TM consists of a robust homography estimation between a query image and a reference image, checked against ground-truth bounding boxes.

The homography estimation is performed by the Direct Linear Transform (DLT) algorithm (Hartley & Zisserman, 2003), which requires 4 or more matching point pairs as input. The localization algorithm estimates a homography from pairs of corresponding points using the DLT and Random SAmple Consensus (RANSAC) with a fixed number of generated hypotheses and a fixed threshold for inlier inclusion.

The DLT algorithm requires a normalization pass applied to both sets of points. Normalization means moving the barycentre of a set of points in the origin and scaling their coordinates so they have a unitary mean distance from the origin. 

In this way the method removes the influence of position and scale on inlier inclusion. The barycentre and scale of subsets of points used for hypothesis generation and for the final estimation are the same of the whole set, and thus further normalizations are unnecessary.

Therefore the normalization is performed only once for all points, instead of being performed at every hypothesis generation step, and in the final estimation.

The TM uses block-based coordinate coding. When decoding the location information, it is the centre of the block which is taken as the reference position for the calcuation of the localization accuacy. This was found to provide higher localisation accuracy compared to taking a corner of the block as the refernce position.

4 [bookmark: _Toc387079579]Retrieval
4.1 [bookmark: _Toc387079580]Overview

TM performs retrieval using the global descriptor to produce a shortlist of matching images, followed by a geometric re-ranking step which relies on the local descriptors. This retrieval pipeline is illustrated in Figure 10.


[image: \\163.162.91.18\Data\Clipboard01.png]

[bookmark: _Ref356305193]Figure 10. The retrieval pipeline. 

[bookmark: _Toc387079581]The database construction

The representation of the images in the database (DB images) does not change with the descriptor lengths, nor does it change with the category of the queries. Each of the DB images is represented by a global descriptor and 300 local descriptors compressed using the 2K element selection mask (40 elements).

[bookmark: _Toc387079582]Shortlist generation

During a query, a global descriptor is generated for the query image and compared against the pre-computed database global descriptors. Given two images X and Y, where X denotes the query image and Y denotes a database image, we calculate the Hamming distance based similarity score using the global descriptor, as follows



Where  denotes the binarized fisher sub- vector of the ith Gaussian function in GMM.  if we select the i-th Gaussian function,  otherwise.  represents the Hamming distance of the fisher sub-vector of the i-th Gaussian function from X and Y, ranging from 0 to D (D=24 for operating point 512B or 32 for other operating points).  denotes the weights learned from a set of matching/non-matching image pairs of INRIA Holidays, Oxford Buildings and Pasadena Buildings,   denotes the weights associated with the binarized fisher sub-vector .

From the Hamming distance based correlations, the database images are ranked, and the top matches are passed to the geometric re-ranking step.

[bookmark: _Toc387079583]Geometric re-ranking

For the re-ranking stage, only the most relevant features, marked with the relevance flag are taken into consideration.

The features of the query image are matched to the features of the shortlisted DB images as in pairwise matching. The distance ratio test is used to get the candidate keypoint pairs. Next, the re-ranking uses a weighted function of the inliers computed by DISTRAT as the primary criterion, and the global score is used as a secondary criterion.

5 [bookmark: _Toc387079584]Software Architecture and implementation details
The relevant MPEG documents related to the CDVS Test Model are the following:
· N12201: Compact Descriptors for Visual Search: Call for Proposals
· N12202: Compact Descriptors for Visual Search: Evaluation Framework
· N11529: Compact Descriptors for Visual Search: Applications and Use Scenarios
· N11530: Compact Descriptors for Visual Search: Context and Objectives
· N11531: Compact Descriptors for Visual Search: Requirements
The software implements Architecture B for visual search applications, as described in N11529. It is composed by a suite of five executables:
· binaries for extraction and pairwise comparison: 
· extract.exe: extract CDVS descriptor form a set of images;
· match.exe: match query and reference descriptors producing a similarity score;
· binaries for retrieval experiments: 
· mk_index.exe: produces indices from a set of reference descriptors;
· joinIndices.exe: joins a list of indices by merging their values into a singe big index;
· retrieve.exe: uses the global index to match a query image with the most similar images in the database;
All executables are built as 64-bit applications (please note that at least 8 GB of memory are needed to run the CDVS retrieval experiments). Moreover, the extract and retrieve executables are implemented as multi-threading processes in order to speed-up the execution of CDVS experiments.
The CDVS code is entirely written in standard C and C++, and has been compiled on Windows 7 Enterprise 64-bit using Visual C++ 2010 (64 bit). The code can also be compiled on Linux 64-bit, as described in the Linux package files (see the README instructions in CDVS_evaluation_framework); also in this case the executables are all compiled as 64-bit applications, and provide comparable results: differences in the order of 0.1% may be noted in pairwise matching and retrieval.

All CDVS applications must run on 64-bit Windows; in particular, running the retrieval binaries (mk_index, joinIndices, retrieve) require at least 8 GB of physical memory installed on the processing machine. The other binaries require much less memory.

The CDVS Test Model uses external libraries to perform some specific processing: 
· jpeg-8c (http://www.ijg.org/) to read JPEG images;
· imageresampler 2.21 (http://code.google.com/p/imageresampler/) to scale down the images to a reasonable resolution;
· vlfeat 0.9.14 (http://www.vlfeat.org) to extract the local descriptors corresponding to the keypoints detected by ALP;
· ac (http://www.cipr.rpi.edu/~wheeler/ac/) to perform adaptive arithmetic coding for the compression of coordinates;
· eigen 3.1.4 (http://eigen.tuxfamily.org/index.php) to perform some linear algebra for the localization.

The algorithms are suitable for implementation using SIMD instruction or parallel and vector processing architectures since most of the computation employs the same operations applied to all elements in large arrays. The algorithms are not complex and a hardware implementation is foreseeable.

The TM code and the software documentation are present in the SVN repository:
http://wg11.sc29.org/svn/repos/MPEG-7/Part13-Compact_Descriptors_for_Visual_Search/.
The access information are the same as for accessing the MPEG Document Management system.
The code is documented by means of doxygen (www.doxygen.org).

[bookmark: _Toc387079585]Appendix A: Training procedures

This appendix describe how to perform the training procedures to compute the data that the TM uses to: compress the local features, create the global descriptor and perform the feature selection.

[bookmark: _Toc387079586]Local feature selection

The MATLAB tool used to train the feature selection module is contained in the archive TI_Matlab_functions.zip, downloadable from the repository https://pacific.tilab.com/gf/project/cdvs/frs/. The README.txt file contains the list of datasets required for running the process. More specifically, the data used for training is composed of matching image pairs in the Pasadena Buildings dataset, the INRIA Holidays dataset, the Oxford Buildings dataset, the 201Books dataset, a datasets created extracting frames from movies downloaded by the Internet Archive and a dataset containing couples created applying random perspective transformations to images belonging to the Distractor set.

The feature selection adopts the approach described in (Francini, Lepsøy, & Balestri, November 2012). It assigns a positive value to any feature, as a function of its scale space characteristics, its orientation and its coordinates. We let the ’th feature in an image be denoted by  (intended to encompass the scale space characteristics, its orientation and its coordinates). The function value will be denoted by  (for keypoint relevance), so a feature has the value . The relevancies are then sorted such that

.

Only the first  features  are kept, such that the mean query length remains below the target bitrate.

The observation at the basis for the feature selection is that the features of correctly matched keypoints do not behave, in a statistical sense, as do the features of wrongly matched keypoints. Furthermore, this difference in behaviour is found to be consistent across various large and heterogeneous datasets, so that parameters obtained by analyzing a training set are applicable with success to a test set.

In the training stage, the technique gathers two types of statistics. For the first statistic, the training set must be organized into matching pairs of images. The images undergo the traditional process of keypoint detection, matching, and geometric consistency check, in order to subdivide the matched pairs of features into inliers and outliers. To each feature there is then assigned a binary label , indicating whether the feature was matched correctly (value 1) or not (value 0). The set of features that were not matched correctly also includes features that were not matched at all.
For the second type of statistic, the images in the training set are considered separately. In this part of the training, the technique gathers a variety of parameters for each feature that may be deemed as characteristic. Examples of characteristic parameters (used in the TM) are:  the scale of the feature , its orientation , the response of the LoG filtering (also called peak) , the ratio of the squared trace of the Hessian , the second derivative of the scale space function with regard to   the distance  of the keypoint to the image center (relative to image size). 
In this case, feature number  yields the following statistics

.

Using the statistics that are gathered, the training stage estimates the probability that any given feature may be matched correctly to some feature in some unknown image. Thus, the function value is an estimated conditional probability that  given that the chosen characteristics are within some given region, as shown below.

In the operational stage (test stage), the technique is applied to each single image without considering other images that may be candidates for matching. For each feature, the same set of characteristics is computed, and the estimator developed in the training stage is used to assign a value for the probability of correct matching.
Probability estimation at the training stage
Suppose that for a given feature, we want to use some knowledge about its characteristics in order to quantify the probability that the feature will be matched correctly.
Let us denote a characteristic parameter by the symbol . Suppose that we have the information that  lies within some region  . The conditional probability for correct matching is then



by the definition of conditional probabilities.

Suppose that we have labelled all samples  in a training set of  elements, with both a correctness value and an indication  of membership in , both either  or . The correctness value is denoted by . Then the numerator is estimated as



The denominator is estimated as



The conditional probability is the estimated as



Now suppose that the domain for  is divided into disjoint regions  By the above equation we then obtain a probability for correct match for each of these regions



Most of the characteristic parameters we have tried are scalar, so the subdivision of the domain corresponds to scalar quantization. 
Probability assignment at the operational stage
The technique combines the conditional probabilities by multiplication, as if the characteristic parameters were independent, in the manner of a naïve Bayes classifier (note that this method is not a classifier, and that it makes no use of Bayes’ theorem).  The probability assignment for a (feature/keypoint) therefore carries out the following operation to obtain the value  for feature ordering:



.

Example of keypoint relevance
The following example illustrates the working principle for determining the relevance values. Figure 11 depicts the ALP keypoints found in an image in the CTurin180 dataset.

[image: ]

[bookmark: _Ref380407558]Figure 11. ALP Keypoints found in an image.

Figure 12 shows the estimated probability as a function of scale of the keypoint. Note that the scale is quantized to 8 levels. One may see that correct match is most probable for intermediate scale values. 

[image: ]

[bookmark: _Ref380407618]Figure 12. Probability as a function of keypoint scale.

Figure 13 shows the probabilities of correct match given the scales of the keypoints. The probabilities are proportional to the size of the coloured circles.

[image: ]

[bookmark: _Ref380407629]Figure 13. The probability of correct match given the scale of the keypoint.

Figure 14 shows the probability of correct match given the peak value D. Here, correct match is most probable for large peak values. According to (Lowe, 2004) higher values for D provides more stable image features. 

[image: ]

[bookmark: _Ref380407637]Figure 14. Probability of correct match given the peak value of the keypoint.

Figure 15 shows the probability of match for the various keypoints given their peak value. One may see that keypoints in regions of weak texture like the sky and the bricks have low probability, while keypoints on details of strong contrast like the window frames have high probability of correct match.

[image: ]

[bookmark: _Ref380407645]Figure 15. The probability of correct match given the peak of the keypoint.

Figure 16 shows the relevance value that results from taking into account distance from center, scale, orientation and peak.

[image: ]

[bookmark: _Ref380407657]Figure 16. Relevance of the keypoints when multiplying probabilities.

[bookmark: _Toc387079587]Global descriptor



Training dataset. The training dataset for global descriptor consists of both 2D and 3D objects with 3927 images in total (see Table 1):1) 2D objects downloaded from Flickr or collected from the PKU dataset in CADAL project; and 2) 3D objects randomly selected from the Oxford Building and InternetArchive datasets.
Table 1. Training dataset statistic
	Dataset Name
	Number of images

	Oxford_Building_Subset
	253

	InternetArchive_Subset
	1060

	Flickr_Graphics
	501

	CADAL
	2113




Training tool. We train the PCA dimension reduction matrix over a set of ~3 million SIFT features. It is worth mentioning that these SIFT features were randomly selected for training, rather than applying any feature selection strategy.
We train a GMM model with 512 Gaussian functions over ~3 million SIFT features, which is the same feature set as training PCA dimension reduction matrix. Through offline EM training, a set of GMM parameters is obtained, where,  and  denote the mixture weight, mean vector and variance of Gaussian , respectively. 

[bookmark: _Toc348623697][bookmark: _Toc348623698][bookmark: _Toc348623699][bookmark: _Toc348623700][bookmark: _Toc348623701][bookmark: _Toc387079588]Local descriptor compression

The scalar ternarisation thresholds used in local descriptor compression were calculated as follows: The SIFT descriptors for the entire MIRFLICKR25000 dataset were computed and transformed as described in (CDVS3). Then the histogram for each descriptor element was plotted, giving a total of 128 histograms. For each element, i.e. for each histogram, the low quantisation threshold was chosen as the highest bin index for which the sum of the original bin values falling into the –1 bin is not greater than 1/3 of the sum of all original bin values, and the high quantisation threshold was chosen as the lowest bin index for which the sum of the original bin values falling into the +1 bin is not greater than 1/3 of the sum of all original bin values. Thus, the scalar ternarisation thresholds are fixed and aim to equalise the long-term distribution of the element values in the three quantisation bins.

5.1 [bookmark: _Toc387079589]Location coding context training

In order to train the context data for the location coding context, the following training set is used:
· INRIA Holidays dataset
· Caltech Pasadena Buildings dataset
To run the training, please use the cssc_train code in the TM. To train the models, please extract the descriptors from the training set using the TM extract. Then, run cssc_train to train the context model, specifying the same image list used for TM extract, the operating mode, the parameter file, and the output binary name. The output of cssc_train would be two files: one containing the histogram count context and the other containing the histogram map context.

In order to reduce context tables and simplify the location coding context generation, the output of cssc_train is approximated, differently from histogram map and histogram count, according to the following criteria:
· 64 cumulative values are applied for histogram map coding. The same values are used for all the operating points. The first 3 cumulative values are equal to the average of the analogous values generated by cssc_train for the different operating points. The other cumulative values are computed with the following formula:
F(x) = 65536– (64-x).
· For histogram map encoding, the output of cssc_train stores probabilities for both possible symbols (0 and 1). Cumulative values for symbol 1 are always normalized to the same value (65356); therefore, approximating 0 symbol probability it is possible to reconstruct the full context.  The output of cssc_train is linearly approximated and represented by three values:
· The cumulative value for single context arithmetic coding applied to central area of the histogram map matrix (value A);
· The cumulative probability for sum-based context value =1 (value B);
· Slope of the line, obtained through linear regression, linearly approximating cumulative values associated to the other 55 context values (value C).
Values A, B, C for higher operating points, are derived through linear approximation from the same values A, B and C at the lowest operating point.

5.2 [bookmark: _Toc348623704][bookmark: _Toc387079590]Weighted matching

The TM assigns weights to the local feature matches declared to be inliers. As weights we use the conditional probability of correct match, given the distance ratio. 

Let the distance ratio be denoted by , and let  and  denote respectively correct and incorrect match. The conditional probability densities given correct and incorrect match are then denoted by  and  . These pdfs may be estimated using a training set and an automatic labelling of matches as correct and incorrect, as for example using the DISTRAT algorithm of the TM.

The conditional probability of correct match can be determined using the above pdfs. If we assume that correct and incorrect matches are equally probable, this probability is



Estimates were obtained using a training set of 5879 matching image pairs from the datasets INRIA Holidays, 201Books, Pasadena Buildings and the Barcelona subset of the European Cities 1M,  using the DISTRAT method to label matches as correct and incorrect. Based on this, we found that the weights may be approximated by a cosine function,



5.3 [bookmark: _Toc387079591]A multi-block index table (MBIT) indexing structure

[bookmark: _GoBack]Figure 17 illustrates the improve retrieval pipeline with the MBIT indexing structure.
[image: E:\cdvs\hanmin\提案\picture.jpg]

[bookmark: _Ref356305331]Figure 17. Illustration of the MBIT indexing structure.

[bookmark: _Toc356306003]MBIT Construction
Given  database images , their global descriptors  are traversed to construct multi-block index tables . The idea is to partition each global vector  into  blocks  and set up an index table  for each block .  In more detail, for each global descriptor consisting of 512 * 32 bits(In MBIT algorithm, we just consider the binary codes of mean gradient vector with respect to mean), we treat each sequential 16 bits as a block and thus each global descriptor has  blocks. For each block  (), there exist  buckets in the index table . Each block index table , following an inverted table structure, is built up as follows: for each global descriptor ,  denotes its -th block; if the -th Gaussian of  is selected, we add its descriptor-ID  into the corresponding bucket of .  Figure  illustrates the MBIT structure.

[bookmark: _Toc356306004]MBIT Searching
Given a query , MBIT searching is to generate a shortlist (say 500) of candidate images for the subsequent re-ranking. First, when scanning MBIT indexing structure, a voting scheme is applied in order to match the database images on the basis of the blocks of , yielding a set of candidate . Second, an exhaustive search based on Hamming distance is performed within , yielding the shortlist .

	Algorithm . MBIT Searching

	Input: Query , MBIT , speedup ratio , difference bits .

	Output: The shortlist .

	 1:    Initialize .
 2:    for  = 1 to 1024 do
 4:        if the -th Gaussian of  is not selected then
 5:            continue;
 6:        end if;
 7:        for  = 0 to D do
 8:            Enumerate binary vectors  with -bit differences with .
 9:            For each image  in the buckets , update .
10:        end for
11:   end for
12:   for  = 1 to  do
13:        Update  ;     
14:   end for
15:   Sort the image list by their voting score in descending order.
16:   Add descriptors of top  images in the ordered list into subset . 
17:   Run an exhaustive search within  and sort the list by Hamming distance.
18:   Return the first  images.




The voting aims to recall most of the reference images from the resulting subset  based on the conflict. For each query block , if the -th Gaussian of  is selected, we enumerate all the binary block wise vectors having -bit differences (Hamming distance) with , say  , and count the number of conflicts between  and each database image through the bucket  of the corresponding block wise index table . The voting score is formulated as follows:

where  denotes the number of blocks having -bit differences between query  and the -th database image. After voting, the database image list is sorted according their voting score in descending order. The descriptors of top  images in the ordered list are added into the subset ,   denotes the speedup ratio. In our case, we set,  at bit rate 512B and  at other bit rates.

Note that for bit rate 512B, the global descriptor only consists of 512*24 bits because of bit selection mechanism. For binary codes  of each Guassian, we partition the 24-bits binary codes into three 8-bits binary codes: ,  and . Then we select  and  for the MBIT Construction and Searching, and the binary codes  is ignored.
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