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[bookmark: _Toc378173432]Abstract
The provision of sensory effects in addition to audio-visual media contents has recently gained an attention since more sensorial stimulation increases more immersion on user experience. Moreover, the virtual worlds provide a user to live a virtual life through a virtual character (called an avatar) by simulating realistic fictional environment in his/her imagination. In addition, the recent advances in natural user interfaces enable a user to control virtual worlds by user’s motion and surrounding contextual information from sensors. In this document, functionalities and usage scenarios of International Standard, MPEG-V (ISO/IEC 23005), which bridges between virtual and real worlds are introduced with recently developed applications.
[bookmark: _Toc378173433]Introduction
Making films in 3D has become popular and necessary in producing movie as the 3D movie, “Avatar”, had an unprecedented success by providing 3D effects. Even by providing more effects on top of the 3D effects, it is possible to provide more immersion in terms of user experience. One of the extensions is to add special effects provided by (sensorial) actuators, so called 4D effects, other than the traditional video and audio. The other senses, such as olfaction, mechanoreception, equilibrioception, or thermoception, may be stimulated giving the feeling of being part of the media which results in meaningful and consistent user experience. Especially, 4D movies which includes sensorial effects, such as wind, vibration, lighting, scent and so on, can stimulate human sensory system by deployed actuators such as fans, motion chairs, lighting devices and scent generators.
Another immersive media is virtual worlds. Especially, 3D games are the typical applications that realize virtual worlds using 3D graphics technology. For example, ‘‘Second Life’’ allows users to project themselves onto virtual characters (called an avatar). Through the avatar, the user can live a virtual life; communicate with others, perform the activities of their daily lives, and own virtual assets such as houses and other properties. In massively multi-player online role-playing games (MMORPG) such as ‘‘World of Warcraft’’ or ‘‘Lineage’’, users can operate their characters in a virtual world and cooperate with others to fulfil missions. The 3D games immerse users in a virtual world by providing fictional environment that can be experienced only in the imagination.
Moreover, controlling virtual worlds with sensors provides even more immersive media experience. The effective control of the objects in the virtual worlds has been developed in many ways: the motion of users captured from a set of MEMS sensors were used to control game characters. Recently, “Kinect” sensor can capture a full body skeleton of each user to manipulate objects in the virtual world with the same mechanism as in the real world. In addition, some of pioneering technologies capture brain waves to recognize the user’s intention and/or internal state for even more.
Since each technology has been focused at proprietary products, it cannot be used in common with the other virtual worlds, i.e., there is no standard way of representing the data from sensors and actuators in the real world, as well as no common interface to virtual worlds. As a result, each proprietary virtual world has been isolated from the other virtual worlds as well. These hinder for users to migrate from one virtual world to another. In order to increase the usability of each virtual world and interoperability, the ISO/IEC 23005 has proposed to support such needs since 2008.
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[bookmark: _Toc378173435]Terms and definitions
	Index
	Term
	Definition

	1
	actuator
	consumer device by which the corresponding sensorial effect (11) can be made

	2
	actuator capability
	description to represent the characteristics of actuators (1) in terms of the capability of the given actuator

	3
	actuator command
	description to control actuators (1)

	4
	actuation preferences
	description schemes and descriptors to represent user's preferences with respect to rendering of sensorial effects

	5
	adaptation engine
	VR adaptation (15) and/or RV adaptation (6)

	6
	RV adaptation
	entity that takes the sensed information (7) from sensors, the sensor capabilities (10) and/or the sensor adaptation preferences (9) as inputs and adapts the sensed information (7) and/or the virtual world object characteristics (14) based on those inputs

	7
	sensed information
	information acquired by a sensor(8)

	8
	sensor
	consumer device by which user input or environmental information can be gathered

	9
	sensor adaptation preference
	description of user’s preference on individual sensed information (7)

	10
	sensor capability
	description to represent the characteristics of sensors (8) in terms of the capability of the given sensor (8) such as accuracy or sensing range

	11
	sensorial effect
	effect to augment perception by stimulating human senses in a particular scene of a multimedia application

	12
	sensorial effect data
	defines the description schemes and descriptors to represent sensorial effects (11)

	13
	sensory information
	standardized representation format to describe sensorial effect data (12) defined in ISO/IEC 23005-3

	14
	virtual world object characteristics
	standardized representation format to describe virtual world objects defined in ISO/IEC 23005-4

	15
	VR adaptation
	entity that takes the sensorial effect data (12), the virtual world object characteristics (14), the actuator capabilities (2), the sensor capabilities (10), the sensed information (13) and/or the actuation preferences (4) as inputs and generates actuator commands (3) based on those inputs



[bookmark: _Toc378173436]Abbreviated terms
	Abbreviated term
	Original term

	AC
	Actuator Capability

	ACmd
	Actuator Command

	AP
	Actuation Preference

	CIDL
	Control Information Description Language

	DCDV
	Device Capability Description Vocabulary

	DCV
	Device Command Vocabulary

	IIDL
	Interaction Interface Description Language

	SAP
	Sensor Adaptation Preference

	SAPV
	Sensor Adaptation Preference Vocabulary

	SC
	Sensor Capability

	SCDV
	Sensor Capability Description Vocabulary

	SE
	Sensorial Effect

	SEDL
	Sensory Effect Description Language

	SEM
	Sensory Effect Metadata (i.e., Sensorial Effect (SE) data)

	SEPV
	Sensory Effect Preference Vocabulary

	SEV
	Sensory Effect Vocabulary

	SI
	Sensed Information

	SIV
	Sensed Information Vocabulary

	VWOC
	Virtual World Object Characteristics



2 [bookmark: _Toc378173437]Functionalities of the standard
MPEG-V (Media context and control), published in ISO/IEC 23005, provides an architecture and specifies associated information representations to enable the interoperability between virtual worlds, e.g., digital content providers of a virtual world, (serious) gaming, simulation, and with the real world, e.g., sensors, actuators, vision and rendering, robotics. MPEG-V is applicable in various business models/domains for which audiovisual contents can be associated with sensorial effects that need to be rendered on appropriate actuators and/or benefit from well-defined interaction with an associated virtual world.
The strong/well-defined connection (defined by an architecture that provides interoperability through standardization) between the virtual and the real world is needed to reach simultaneous reactions in both worlds to change in the environment and human actions. Efficient, effective, intuitive and entertaining interfaces between users and virtual worlds are of crucial importance for their wide acceptance and use. To improve the process of creating virtual worlds a better design methodology and better tools are indispensable.
The MPEG-V standard consists of the following parts, Part 1: Architecture, Part 2: Control information, Part 3: Sensory information, Part 4: Virtual world object characteristics, Part 5: Formats for interaction devices, Part 6: Common types and tools and Part 7: Conformance and reference software.
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Fig. 1. MPEG-V architectures and data transition scenarios: (a) a scenario for a virtual world to the real world, (b) a scenario for the real world to a virtual world, (c) a scenario for a virtual world to a virtual world 
Figure 1 shows a diagram of the MPEG-V system architecture and its data transition scenarios. MPEG-V specifications shall be used to three different types of media exchanges between real and virtual worlds. The first media exchange is information adaptation from a virtual world to the real world (Figure 1(a)). It accepts Sensorial Effect data (MPEG-V Part 3) and/or Virtual World Object Characteristics (MPEG-V Part 2) as contextual inputs; accepts Actuator Capabilityand/or Actuation Preferences (MPEG-V Part 2) and/or Sensed Information (MPEG-V Part 5) as control parameters; generates Actuator Commands (MPEG-V Part 5) to the real world actuators. The VR adaptation engine converts (or adapts) either the Virtual World Object Characteristics or the Sensorial effect data from a virtual world into the Actuator Commands in the real world in accordance with the input control parameters. This engine is not in the scope of MPEG-V standardization. The second media exchange is information adaptation from the real world to a virtual world. It accepts Sensed Information (MPEG-V Part 5) from sensors as the real world context; accepts Sensor Capability and/or Sensor Adaptation Preferences (MPEG-V Part 2) as control parameters; generates Virtual World Object Characteristics (MPEG-V Part 4) and/or adapted Sensed Information (MPEG-V Part 5) to the associated virtual world objects (Figure 1(b)). The RV adaptation engine converts (or adapts) the Sensed information from sensors of the real world into the Virtual World Object Characteristics and/or the adapted Sensed Information of a virtual world in accordance with the input control parameters. Again, this engine does not belong to the scope of MPEG-V standardization. Finally, Information Exchange between virtual worlds shall be done by adapting proprietary Virtual World Object Characteristics into the normatively specified Virtual World Object Characteristics (MPEG-V Part 4) (Figure 1(c)). 
[bookmark: _Toc378173438]Part 2: Control information
MPEG-V Part 2 Control information (ISO/IEC 23005-2) specifies syntax and semantics of the tools required to provide interoperability in controlling devices (actuators and sensors) in real as well as virtual worlds. This Part specifies the Control Information Description Language (CIDL) [1] as an XML Schema-based language which enables one to describe a basic structure of control information. The Device Capability Description Vocabulary (DCDV) specifies XML representation for describing capabilities of actuators such as lamps, fans, vibrators, motion chairs, scent generators, etc. For instance, the maximum wind speed (30 m/s), the number of wind levels (5 levels) of a fan can be defined with a description of DCDV. The Sensor Capability Description Vocabulary (SCDV) specifies interfaces for describing capabilities of sensors such as a light sensor, a temperature sensor, a velocity sensor, a global position sensor, an intelligent camera sensor, etc. For instance, capabilities of a global position sensor (e.g., the maximum operating temperature of 90 degrees Celsius, minimum operating temperature of -30 degrees Celsius, sensitivity of 0.01 degrees, and the position accuracy of 0.01 degree) can be defined with a description of SCDV. The Sensory Effect Preference Vocabulary (SEPV) specifies interfaces for describing preferences of individual user on specific sensorial effects such as light, wind, scent, vibration, etc. For instance, the maximum intensity of a vibration chair can be defined as 600 Hz with a description of SEPV. The Sensor Adaptation Preference Vocabulary (SAPV) specifies interface for describing preferences of sensor of individual user on individual type of sensed information. For instance, a light sensor adaptation can be achieved to detect between the maximum value of 400 (lux) and minimum value of 10 (lux). 

The scope of MPEG-V Part 2 Control information, illustrated in Figure 2, covers the interfaces between the adaptation engine and the capability descriptions of actuators/sensors in the real world & the user’s sensor and actuation preference information that characterize devices and users, respectively. The user’s sensor and actuation preferences, actuator capabilities, and sensor capabilities are within the scope of MPEG-V Part 2 whereas the adaptation engine is not within the scope of MPEG-V standardsThe control information including the user's actuation preference information, the user’s sensor preference information, actuator capability description, and sensor capability description can be used for fine tunings of the sensed information and the actuator command for the control of virtual/real worlds by providing extra information to the adaptation engine.

  [image: ]
Fig. 2. Scope of the MPEG-V Part 2 Control information marked with yellow boxes
As shown in Figure 3, the sensorial effects (SEs) can be adjusted to be the adapted sensorial effects in accordance with the capabilities of actuators (AC) and actuation preferences (AP). Again, as shown in Figure 4, the sensed information (SI) from sensors can be adjusted to be the adapted sensed information in accordance with the sensor capabilities (SC) and the sensor adaptation preferences (SAP). For the virtual world object adaptation, the virtual world object characteristics from a virtual world can be adjusted to be the newly adapted virtual world object characteristics in accordance with the sensor capabilities (SC) and its sensor adaptation preferences (SAP).
 [image: ]
Fig. 3. The adapted sensorial effects (Actuator Commands) generated by combining sensorial effects (SEs) with actuator capabilities (AC) and user’s actuation preferences (AP)

[image: ]
Fig. 4. The adapted sensed information (SI) generated by combining input sensed information (SI) with sensor capabilities (SC)
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The scope of MPEG-V Part 3 Sensory information (ISO/IEC 23005-3), illustrated in Figure 5.
 [image: ]
Fig. 5. Scope of the MPEG-V Part 3 Sensory information marked with a yellow box
MPEG-V Part 3 Sensory information (ISO/IEC 23005-3) specifies the Sensory Effect Description Language (SEDL) [2] as an XML Schema-based language which enables one to describe so-called sensorial effects such as light, wind, fog, vibration, etc. that trigger human senses. The actual sensorial effects are not part of SEDL but defined within the Sensory Effect Vocabulary (SEV) for extensibility and flexibility allowing each application domain to define its own sensorial effects. A description conforming to SEDL is referred to as Sensory Effect Metadata (SEM) and may be associated to any kind of multimedia content (e.g., movies, music, Web sites, games). The SEM is used to steer actuators like fans, vibration chairs, lamps, etc. via an appropriate mediation device in order to increase the experience of the user. That is, in addition to the audio-visual content of, e.g., a movie, the user will also perceive other effects such as the ones described above, giving her/him the sensation of being part of the particular media which shall result in a worthwhile, informative user experience. The concept of receiving sensorial effects in addition to audio/visual content is depicted in Figure 6.
[image: http://mpeg.chiariglione.org/sites/default/files/technologies/mpeg-v/mpv-pt3/520x162ximage001.jpg.pagespeed.ic.WICE8Nc9SE.jpg]
Fig. 6. Concept of MPEG-V Sensory Effect Description Language [3]
The media and the corresponding SEM may be obtained from a Digital Versatile Disc (DVD), Blu-ray Disc (BD), or any kind of online service (i.e., download/play or streaming). The media processing engine –also referred to as the adaptation engine – acts as the mediation device and is responsible for playing the actual media resource and accompanied sensorial effects in a synchronized way based on the user’s setup in terms of both media and sensorial effect rendering. Therefore, the media processing engine may adapt both the media resource and the SEM according to the capabilities of the various rendering devices.
The Sensory Effect Vocabulary (SEV) defines a clear set of actual sensorial effects to be used with the Sensory Effect Description Language (SEDL) in an extensible and flexible way. That is, it can be easily extended with new effects or by derivation of existing effects thanks to the extensibility feature of XML Schema. Furthermore, the effects are defined in a way to abstract from the authors intention and be independent from the end user’s device setting as depicted in Figure 7.
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Fig. 7. Mapping of Author’s Intentions to Sensorial Effect data and Actuator Capabilities [2]
The sensory effect metadata elements or data types are mapped to commands that control actuators based on their capabilities. This mapping is usually provided by the VR adaptation engine and deliberately not defined in this standard, i.e., it is left open for industry competition. It is important to note that there is not necessarily a one-to-one mapping between elements or data types of the sensorial effect data and actuator capabilities. For example, the effect of hot/cold wind may be rendered on a single device with two capabilities, i.e., a heater/air conditioner and a fan/ventilator.
Currently, the standard defines the following effects [2]: Light, colored light, flash light; Temperature; Wind; Vibration; Sprayer; Scent; Fog; Color correction; Motion; Kinesthetic; Tactile.
[bookmark: _Toc378173440]Part 4: Virtual world object characteristics
A specificity of Virtual Environments (VEs) with respect to other multimedia applications consists in the representation of virtual world objects inside the environment. The "virtual world object” can be classified into two types: avatars and generic objects. These virtual world objects serve two purposes: to characterize various kinds of objects within the VE and to provide an interaction with the VE.
In general, creating an object is a time consuming task. Even though some components of the object may be related to the virtual environment (e.g., the avatar wearing a medieval suite in a contemporary style VE may be inappropriate), there is a real need of being able to create the object once and import/use it in different VEs.  In addition, it should be possible to control the object from external applications or sources (e.g., the emotions one avatar exposes in the VE can be obtained by processing the associated user's physiological sensors). MPEG-V part 4 deals only with virtual world object characteristics (metadata) and do not include representation of the geometry, sound, scent, animation or texture, e.g., MPEG-4. To represent the latter, references to media resources are used. 
MPEG-V Part 4 Virtual world object characteristics (ISO/IEC 23005-4) defines a base type of attributes and characteristics of the virtual world objects which is shared by both avatars and the generic virtual objects [4] (Figure 8). The base type of the virtual world object characteristics is composed of data types describing an identity, sound resources, scent resources, controlling, input events, and a behavior model. The virtual world object base type is inherited to both avatar metadata and virtual object metadata to extend the specific aspects of each of metadata. 
 [image: ]
Fig. 8. Scope of the MPEG-V Part 4 Virtual world object characteristics marked with a yellow box
Avatar metadata as a (visual) representation of the user inside the environment serves the following purposes. First, it makes visible the presence of a real user into the VE. Second, it characterizes the user within the VE. Finally, it provides an interaction with the VE. The "Avatar" element with the extension of the base type of virtual world objects is composed of data types describing appearance resources, animation resources, communication skills, a personality, control features, haptic properties, and gender.
Virtual object metadata as a (visual) representation of virtual objects inside the environment serves the following purposes. First, it should characterize various kinds of objects within the VE. Second, it should provide an interaction between virtual objects and user. The "virtual object" element with the extension of the base type of a virtual world object is composed of data types describing appearance resources, animation resources, haptic properties, and virtual object components.
[bookmark: _Toc378173441]Part 5: Data formats for interaction devices 
MPEG-V Part 5 Data formats for interaction devices (ISO/IEC 23005-5) [5] specifies syntax and semantics of the data formats for interaction devices, i.e., Actuator Commands (ACmds) and Sensed Information (SI), required for providing interoperability in controlling interaction devices (actuators) and in sensing information from interaction devices (sensors) in real as well as virtual worlds as depicted in Figure 7.	This Part specifies the Interaction Interface Description Language (IIDL) [5] as an XML Schema-based language which enables one to describe basic structure of the interfaces (or messages) between a virtual world and devices (the real world). The Device Command Vocabulary (DCV), as a part of IIDL, specifies interfaces to control devices (actuators) such as fans, vibrators, motion chairs, scent generators, etc. While the Sensory Effect Vocabulary (SEV) can describe sensorial effects with complex structures (e.g., group of effects, an effect with various intensities), the DCV defines more concise and simpler sensorial effect descriptions that are easily discerned by actuators. In other words, the DCV is a short (actual) actuation description for operating actuators while the SEV is more related to the authoring description of sensorial effect data. For instance, a command to control a fan with 30% of the maximum intensity of the fan at the absolute time 1:30:23, can be defined with a description of the DCV. The Sensed Information Vocabulary (SIV), as a part of IIDL, specifies interfaces for accepting information provided by sensors such as a light sensor, a temperature sensor, a velocity sensor, a global position sensor, an intelligent camera sensor, bio sensors, etc. For instance, a body fat amount (e.g., 25%) at a specific time can be defined with a description of the SIV.
As depicted in Figure 9, when this Part is used in the context of pure ISO/IEC 23005, the adaptation engine (Real-to-Virtual or Virtual-to-Real engine), which is not within the scope of standardization, performs bi-directional communications using data formats specified in this Part of the standard. The adaptation engine may also utilize other tools defined in ISO/IEC 23005-2, which are user’s actuation preferences, sensor adaptation preferences, actuators capabilities, and sensor capabilities, for fine controls of devices in both real and virtual worlds. 
[bookmark: _GoBack] [image: ]
Fig. 9. Scope of the MPEG-V Part 5 Data formats for interaction devices marked with yellow boxes
On the other hand, the defined data formats (Sensed Information and Actuator Command) can be mapped to MPEG-U defined interfaces when this Part is utilized in the context of other standard such as MPEG-U Framework. For example, the interface shall be provided as ISO/IEC 23007-2 in the context of MPEG-U. The Sensed Information can also be used by scene representation specifications as input data formats for a scene. The Actuator Command data format can also be used as output data formats to communicate with outer worlds by mapping onto the interfaces defined in specific specifications (Figure 10). 
[image: ]
Fig. 10. Usage of MPEG-V Part 5 specifications with MPEG-U interface
Figure 11 shows an example of combining sensorial effects (SEs in Part 3) with sensed information (SI in Part 5) to generate adapted actuator commands (ACmd in Part 5). For example, the sensorial effect corresponding to the scene would be cooling temperature and a wind effect with 5℃ at 100% intensity. Assume again that the current room temperature is 12℃. It would not be wise to deploy the cooling and wind effect as described in the sensorial effect data since the current temperature inside the room is already chilly. The people may feel uncomfortable with the generated sensorial effects. Therefore a temperature sensor measures the room temperature and the adaptation engine generates the adapted sensorial effects (i.e., actuator commands), which are a reduced wind effect (20% intensity) and a heating effect (20℃), for instance.
 [image: ]
Fig. 11. The adapted sensorial effects (Actuator commands) generated by combining sensorial effects (SEs) with sensed information (SI)
[bookmark: _Toc363079028][bookmark: _Toc378173442]Part 6: Common types and tools 
MPEG-V Part 6 Common types and tools (ISO/IEC 23005-6) [6] specifies syntax and semantics of the data types and tools common to the tools defined in the other parts of ISO/IEC 23005, such as basic data types (unitType, InclineAngleType, and Float3DVectorType) which are used as basic building blocks in more than one of the tools in ISO/IEC 23005, color-related basic types which are used in light and color-related tools to help in specifying color-related characteristics of the devices or commands, and time stamp types which can be used in actuator commands, and sensed information to specify timing related information.
Several classification schemes which are used in more than one part of ISO/IEC 23005 are also defined in Annex A of this part of ISO/IEC 23005. Current version of document has UnitTypeCS, ColorCS, LocationCS, ScentCS, ShakeDirectionCS, SpinDirectionCS, SprayingTypeCS, TactileEffectCS, WaveDirectionCS, WaveStartDirectionCS, TactileDisplayCS, and classifications schemes for human skeleton features. 
Other tools to be developed are included in this part of ISO/IEC 23005, if those tools are to be used with the tools defined in more than one part of ISO/IEC 23005. Most of the tools defined in this part are not intended to be used alone, but to be used as a part or as a supporting tool of other tools defined in other parts of ISO/IEC 23005.

[bookmark: _Toc378173443]Part 7: Conformance and reference software
MPEG-V Part 7 Conformance and reference software (ISO/IEC 23005-7) [7] specifies the conformance and reference software which serves three main purposes:
· validation of the written specification of the several parts of MPEG-V;
· clarification of the written specification of the several parts of MPEG-V; and
· conformance testing for checking interoperability for the various applications against the reference software which aims to be compliant with MPEG-V.
The information provided is applicable for determining the reference software modules available for the parts of MPEG-V, understanding the functionality of the available reference software modules, and utilizing the available reference software modules. The available reference software modules are specified in form of application programming interfaces (API) according to MPEG-M [ISO/IEC 23006: 1st edition referred to as MPEG extensible middleware (MXM) and 2nd edition referred to as multimedia service platform technologies].
Furthermore, Part 7 of MPEG-V provides means for conformance testing. That is, bit-streams – XML descriptions – that conform or do not conform to the normative clauses of the other parts of MPEG-V and informative descriptions thereof including scripts for automated conformance testing.
Reference Software
The reference software of MPEG-V defines an application programming interface (API) compliant to MPEG-M (ISO/IEC 23006) enabling means for creation of and access to normative description formats defined in several parts of MPEG-V. Therefore, for each part of MPEG-V an engine and interfaces are defined providing the aforementioned functionality. An actual implementation of the engine and interfaces is provided also. An Overview of the MPEG-V reference software is shown in Table 1.
[bookmark: _Ref162503236]Table 1. MPEG-V Reference Software Overview.
	Name
	Definition

	org
	Java package name for reference software provided by organizations such as ISO/IEC, W3C, or similar.

	org.iso
	Java package name for reference software provided by ISO/IEC.

	org.iso.mpeg
	Java package name for reference software provided by ISO/IEC JTC 1/SC 29/WG 11.

	org.iso.mpeg.mpegv
	Java package name for reference software provided in the course of the development of MPEG-V. Subsequent packages for the individual MPEG-V parts use the uncapitalized abbreviations as defined in the standard, e.g.,
org.iso.mpeg.mpegv.cidl for MPEG-V Part 2, 
org.iso.mpeg.mpegv.sedl and org.iso.mpeg.mpegv.sev for MPEG-V Part 3,
org.iso.mpeg.mpegv.vwoc for MPEG-V Part 4, or
org.iso.mpeg.mpegv.iidl for MPEG-V Part 5.

	org.iso.mpeg.mxm
	Java package name for reference software provided in the course of the development of MPEG-M. The actual API is defined within this package.



Conformance
The conformance of MPEG-V is defined as schema validity and rule validity. The former requires checking whether a bit-stream is valid against its schema (in the sense of XML validity) and the latter defines a validation schema based on Schematron (ISO/IEC 19747-3). The validation schema based on Schematron implements the additional validation rules as specified in several parts of MPEG-V and allows for additional conformance testing that is not possible with XML validity checking. Therefore, the standard defines the actual validation schema and a more readable version of the rules and assertion messages. Finally, the actual conformance bit-streams – XML descriptions – are provided and a description of the conformance testing process. 
[bookmark: _Toc378173444]Representative applications or examples of the standard
In this section, the potential applications using MPEG-V standards are introduced. More detailed applications and their instantiations are introduced in MPEG-V Part 1 Architecture (ISO/IEC 23005-1) [8].
[bookmark: _Toc354765812][bookmark: _Toc378173445]4D Broadcasting/Theater [9]
In the framework for the 4-D broadcast shown in Figure 12, at the first step, the author or creator creates sensorial effect data for a given audio-visual content using MPEG-V Part 3 [2]. Then the authored sensorial effect data is binarized as defined in MPEG-V Part 3 2nd Edition [2]. Binarized sensorial effect data is then encapsulated into MPEG-2 and multiplexed with the AV (audio visual) content to form a MPEG-2 Transport Stream. The multiplexed MPEG-2 Transport Stream is then modulated and sent through the broadcast network. The receiver receives the stream and demultiplexes the stream to extract the binarized sensorial effect data. The extracted sensorial effect data is then decoded. The adaptor scans the user environment to configure the available actuators and generates actuator commands for the available actuators, possibly considering the user’s actuation preferences. These actuator capabilities and user’s actuation preferences are defined in MPEG-V Part 2 [1]. The adapter acquires the sensed information from sensors of the environment, as defined in MPEG-V Part 5 [5]. The generated (and adapted) actuator commands, as defined in MPEG-V Part 5 [5] are delivered to the appropriate devices to render sensory effects for the users (Figure 13).


Fig. 12. Framework for 4-D broadcast



Fig. 13. Adaptation to the environment
[bookmark: _Toc378173446]Natural interaction with intelligent sensors [10]
The cameras are sensors that are capable of doing imagery, sensing human facial expression and body motion and the like. These cameras may also provide other types of sensed information from integrated sensing modalities such as global positioning sensor (GPS) and/or orientation (Gyro, Movement or Magnetic) sensors. These intelligent cameras have a great potential to use it as a means of interaction devices. Field of applications includes facial expression retargeting and cloning, tele-presence, and augmented-reality. 
Controlling a facial expression of an avatar by the user’s facial movement has important interaction implications in virtual reality (Figure 14). When source data (features obtained from a camera) and a target facial model of an avatar do not have the same facial configuration, retargeting a facial expression is necessary to create appropriate facial animations to the target facial model. It defines facial expression basis which controls a distinct part of facial morphology such as eye opening and mouse opening, instead of using each feature point of face.
[image: ]
Fig. 14. Facial Expression Adaptation based on facial features
[bookmark: _Toc378173447]Seamless Interaction between real and virtual worlds [11]
Virtual worlds can be controlled by sensed information from the real world sensors. The sensed information (e.g., temperature, humidity, light intensity, gas intensity) obtained from a user’s vicinity plays an important role in the generation of environmental changes, the main character’s reactions, and in storyline changes in the virtual world. In [11], a method is proposed to transform sensed information from real world to standardized XML instances and to control virtual world objects. Figure 15 shows the overall architecture of the virtual world control system using the sensed information from real world sensors. The sensed information from the real world is transformed into XML instances standardized by MPEG-V Part 5 (Data formats for Interaction Device) schemes and then delivered to a Real-to-Virtual (RV) adaptation engine (Sensed Information Creation Model in Figure 15). The engine generates another XML instance standardized by MPEG-V Part 4 (Virtual world object characteristics) that describes the control information of avatars and objects in the virtual world (Adaptation Engine Module in Figure 15). Finally, the Virtual World Control Module parses the standardized descriptions of the control information from the Adaptation Engine Module and then converts them into proprietary control commands of the target virtual world. 
[image: ]
Fig. 15. An architecture of the virtual world control system
Figure 16 demonstrates a real-world mock-up equipped with a sensor set (e.g., light, temperature, humidity, noise, vibration sensors) and a virtual space like Second Life. The virtual avatar and objects reacts upon the values from the sensors of the real world mock-up. For example, when the data from a light sensor is greater than or equal to 150 lux, the lamp in the virtual world is switched off. Otherwise, it is switched on. When the decibel data from an ambient noise sensor is larger than 35dB, background music in the virtual world is turned on. Otherwise, it is turned off. When the data from the vibration sensor (e.g., a one axis accelerometer) is greater than 200, the siren in the virtual world begins flickering.
[image: ]
Fig. 16. A real-world environment mock-up w/ sensors (Left) and its virtual world implementation (Right)

[bookmark: _Toc378173448]Interoperable virtual world [12]
To support interoperability between virtual worlds, the common schema is needed to establish possible mapping or transferring between different attributes of avatars and virtual objects. As in [12], the appearance and animation of virtual character can be transferred from one virtual world to another using the appearance and animation schemas in Part 4, virtual world object characteristics (VWOC) schema. The sub-categorical elements of both elements are shown in Figure 17. The standardized appearance schema is designed to contain 150 different parameters of different VWs in 14 attribute groups to describe the appearance features in Figure 17 (a). Concerning avatar animation, several VWs provide a rich set of animation parameters describing mainly the emotional state related to facial expression and body gestures as in Figure 17 (b). 

[image: ][image: ]
(a) Avatar appearance (b) Avatar animation
Fig. 17. Avatar appearance and animation elements
As shown in Figure 18(a), an avatar in the original virtual world contains its own proprietary appearance parameters. The original avatar can be portable by mapping the parameters associated with it into the parameters in the standardized elements. For example, if the avatar in one virtual world has parameters of height: 165cm, body fat: 15%, head shape: egg-shape, clothe: a brown jacket with the clothe id of 1, and geometry resource location: “my-mesh.mp4”, then the generated xml element by using the standardized schema is the following:
<Appearance>
	<Body>
		<BodyHeight value=165/>
		<BodyFat value=15/>
	</Body>
	<Head>
		<EggHead value="true"/>
	</Head>
	<Clothes ID=1 Name="jacket_brown"/>
	<AppearanceResources>
		<AvatarURL value="my_mesh.mp4"/>
	</AppearanceResources>
</Appearance>


Finally, these parameters can be imported to the second virtual world which also understands the standardized elements. The second virtual worlds then automatically adjust its own avatar template based on the imported parameters as shown in Figure 18 (b) and (c).
[image: C:\18072010\alyx.jpg]        [image: \\157.159.160.168\share\Blagica\Alyx.bmp]         [image: C:\18072010\IMG_2881.JPG]
    (a)                            (b)                        (c)
Fig 18. Transferring avatar from a virtual world into MPEG-4 player on desktop and mobile phone: (a) avatar in the original virtual world, (b) avatar on desktop, and (c) avatar on mobile phone
[bookmark: _Toc378173449]Conclusion
The ISO/IEC 23005 provides the architecture and necessary associated information representation which supports the information exchanges between the real world and virtual worlds and the information exchange between virtual worlds. To support the information exchanges, the information between the two should be adapted by considering the capabilities of each world and the user’s preferences on the information. Each component for information adaption is addressed in parts of the ISO/IEC 23005. Finally, adoption of the standardized information representation provides opportunities to 4D broadcasting, natural interaction with intelligent sensors in any virtual world, seamless interaction between real and virtual worlds, and importing virtual characters and objects between virtual worlds.
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