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Abstract

This document describes the subjective quality assessment test plan for AVC-based coding of multiview video and depth including test conditions, evaluation methodology and timeline.
1 Introduction
The primary usage scenario for 3D video is to support 3D video applications, where 3D depth perception of a visual scene is provided by a 3D display system. There are many types of 3D display systems including classic stereo systems that require special-purpose glasses to more sophisticated multiview auto-stereoscopic displays that do not require glasses. 

A new generation of 3D Video Coding technology that goes beyond the capabilities of existing standards to enable both advanced stereoscopic display processing and improved support for auto-stereoscopic multi-view displays has been the primary subject of work by the JCT-3V group. A new data format and associated compression technology to enable the high-quality reconstruction of synthesized views for 3D displays have been developed for both AVC and HEVC-based coding frameworks. As part of this work, two amendments of the AVC standard have been developed as outlined below. 

· MVC compatible extension including depth (MVC+D): The main target of this extension is to enable 3D enhancements while maintaining MVC stereo compatibility.  The method invokes an independent second stream for the representation of depth maps that are treated as monochrome video data, as well as high-level syntax signaling of the necessary information to express the interpretation of the depth data and its association with the video data. There are no changes to the macroblock-level syntax, semantics and decoding processes of AVC/MVC.  The specification of this extension (ISO/IEC 14496-10:2012/Amd.2) has reached FDAM status in January 2013. 
· AVC compatible video-plus-depth extension (3D-AVC): Stereo and multi-view video systems are challenging and require a higher data rate, even more when depth data are included in the representation. Therefore, a second extension has been developed that aims for higher compression efficiency by jointly compressing texture and depth data. With this approach, compatibility with MVC is not necessarily retained, however applications exist which only require monoscopic AVC compatibility. The specification of this extension (ISO/IEC 14496-10:2012/Amd.3) has reached DAM status in April 2013. 
The above codec configurations will be subject to 3D video quality assessment testing, with the purpose of obtaining evaluation data that could be used to develop objective quality metrics that better correlate with subjective scores. In the following sections, the timeline for this test, the test conditions and evaluation procedure are described.

2 Timeline

2013/08/30:

Finalize 3D-ATM v9 software

2013/09/13:

Prepare test bitstreams and viewing material with cross-verification

2013/09/20:

Transfer viewing material and test data to test site

2013/12/20:

Conduct subjective viewing

2014/01/10:

Report results at 7th JCT-3V meeting in San Jose
3 Test Conditions
3.1 Input Test Sequences

The multiview test sequences with associated depth data, and corresponding input views to be used for experiments are specified in the table below.

	Seq. ID
	Test Sequence
	2-view input
	3-view input

	S01
	Poznan_Hall2
	7-6
	7-6-5

	S02
	Poznan_Street
	5-4
	5-4-3

	S03
	Undo_Dancer
	1-5
	1-5-9

	S04
	GT_Fly
	9-5
	9-5-1


3.2 Encoder Configuration

Two AVC-based codec configurations are considered for the subjective test:

· MVC+D: anchor codec for multiview and depth without block-level changes to decoding process 

· 3D-AVC: enhanced compression of multiview and depth with modifications to block-level decoding process for dependent texture views
The encoder configuration settings for both codec are consistent with the CTC as given in JCT3V-E1100, which are also outlined below:

· Inter-view coding structure

· 3 view case: center-left-right (in coding order)

· 2 view case: right-left (in coding order)

· P-I-P inter-view prediction

· Temporal prediction structure: GOP 8, intra every 24 frames (random access at ~1sec)

· Full resolution texture coding

· Anchor software: 3DV-ATM v9.0 (http://mpeg3dv.research.nokia.com/svn/mpeg3dv/tags/)
· Encoder configurations are provided as part of the “Starter-kit” (./configs )

The QP settings of the base view for both texture and depth, as well as the depth resolution for each sequence, are summarized in the below table:
	Seq. ID
	Test Sequence
	QP Settings
	Depth Resolution

	S01
	Poznan_Hall2
	26, 31, 36, 41
	Quarter

	S02
	Poznan_Street
	26, 31, 36, 41
	Quarter

	S03
	Undo_Dancer
	31, 38, 41, 46
	Full

	S04
	GT_Fly
	26, 31, 36, 41
	Quarter


3.3 Output Views

Based on the reconstructed multiview video and associated depth data, which have been encoded according to the test conditions specified in this section, two sets of stereo pairs shall be generated as given in the below table. The first stereo pair consists of 2 synthesized views, while the second stereo pair consists of one original and one synthesized view. Horizontal parallax adjustment will be applied to each test sequence according to the shift parameter given in the below table.
	Seq. ID
	Test Sequence
	Input Views
	Output Stereo #1

(2 synthesized views)
	Output Stereo #2

(1 original, 1 synthesized)
	Shift parameter

	S01
	Poznan_Hall2
	7-6-5
	(6.25-5.75)
	(6-5.5)
	12

	S02
	Poznan_Street
	5-4-3
	(4.25-3.75)
	(4-3.5)
	16

	S03
	Undo_Dancer
	1-5-9
	(4-6)
	(5-7)
	20

	S04
	GT_Fly
	9-5-1
	(6-4)
	(7-5)
	8


The view synthesis algorithm to be used for generating synthesized views is the “VSRS-1D-Fast” software (https://hevc.hhi.fraunhofer.de/svn/svn_3DVCSoftware).

4 Evaluation Procedure
The different codec configurations will be evaluated through formal subjective testing on stereoscopic displays. In each test laboratory, each test stimulus will be evaluated by at least 18 subjects. The evaluation will be performed based on the output stereo views as specified in the table of section 3.2.
4.1 Evaluation Methodology

The ACR test method will be used with 5 quality levels, where 5 indicates the highest quality and 1 indicates the lowest quality. The tests will be carried out with naïve viewers. The ACR method foresees a timing of the Basic Test Cell (BTC) as shown in figure here below.
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Example of ACR test method Basic Test Cell

The message showing the sentence “Vote N” will stand for 5 seconds. The subjects will be asked to judge the overall quality of the video to be evaluated, and to express these judgments in terms of the wordings used to define the subjective scale. The test subjects will be allowed to express their vote during that time period only. 
The quality votes will be expressed by the test subjects using paper scoring sheets.

The scoring sheets will be done of one numbered box for each BTC (Basic Test Cell); the viewing subjects will be instructed to write a number (from 1 to 5) in the box numbered as for the message they have just seen on the screen (see example below).
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Example of ACR  Scoring Sheet

The numbering of the boxes will allow an easy synchronization with the message present on the screen in a way to avoid uses of wrong scoring boxes. To allow the viewing subjects to manage scoring errors (if any) they will be instructed to put a circle around a box filled out with a wrong score (if they realize the error during the voting time) and to write the desired score aside the wrongly filled box.
The whole test will be organized in separate test sessions. The design of the test sessions will be done in a way the first part of each session is made of a “stabilization” phase; the stabilization phase will be made of 4 BTC selected from those in that session, taking care of choosing one with high quality one with low quality and two of mid quality. This will allow subjects to create their quality scale in a more clear way before the actual test begins. The presence, at the beginning of each test session, of a stabilization phase is not known to the test subjects. 

To reduce contextual effects, the presentation order of the BTCs will be randomized applying different permutation for each (group of) subject(s), while the same test sequence will never be shown in consecutive BTCs.
Considering the particular care that a 3D visual test requires, the test sessions will be of a length never exceeding 15 minutes. Moreover, each test session will be followed by a resting phase with duration equal or superior to that of the test session. The length and the design of the test sessions will be set by the Test Coordinator in agreement with other experts he will be willing to select. 

4.2 Raw Data Processing

Mean Opinion Scores (MOS) Standard Deviation (SD) and Confidence Interval (CI) with 95% precision will be computed on the raw data. Overlapping of CI values, centred on the MOS values, will indicate that, in a rather acceptable way, no Statistical Significant Difference exists between two test points. Tables with the MOS and CI values for each test points will be provided together with graphs. Alternative analysis methods such as T-Student test may also be considered.
4.3 Test Subjects selection, screening and training

The tests will be conducted using naïve subjects only; the subjects will be selected among students aged 18 to 30 years old; all test subjects will be pre-screened for visual acuity, colour blindness and stereo vision, according to what foreseen by the current standardization literature.

The screening of the test subjects will consist of two steps: a first visual screening (acuity, colour, stereo vision) and a post screening. The post screening will be done by means of statistical analysis of the test results, to exclude out-layers. 

Training phase will be done of a short test session using different sequences to those of the actual test but similar coding conditions to those of the actual test and will be made running a test session made of a limited number of BTCs (typically 5 to 8). The goal of the “training” session is to allow subjects to learn about the task they have to do and the timing of the voting. During the training session the test administrators are present and help subjects in their behaviour; as training sessions is done, questions and doubts from subjects will be answered. Particular care will be given to explain to the viewers the meaning of the five grades of the used numerical scale and to verify their correct use of the scoring scale, looking at the scoring sheets produced during the training session.
4.4 Laboratory setup and equipment
The test areas in the test laboratories will be done of wide rooms with no reflecting ceiling walls and floor, and insulated by any external audible and visual pollution.
The dimension of the test area must allow for the following:

· Deep enough to seat subjects at 3H for a 46’ monitor (around two meters) 

· Have additional room to put the monitor at least at 1 meter from the wall behind the monitor

· Wide enough to seat up to 3 subjects in comfortable way

The wall behind the monitor has to be illuminated with a uniform light source, placed behind the monitor in a way no light hits on the viewing subjects; the light level must not exceed the 5% of the monitor peak luminance (when functioning as stereo monitor); the light source has to be at 6500 K° and driven with an high frequency switching device (in any case not at power frequency; e.g. 50 or 60 HZ). The ambient illumination has to be provided only by the light illuminating the wall behind the monitor.

It is planned to use a Hyundai 46” stereo display with passive glasses for the subjective evaluation (Model: S465D). 
In the case more than one laboratory will run the test, it will be possible to run the test using a commercial TV set (at least 46” inch wide) using passive glass technology to display stereo content.

The display(s) will be driven directly with AVI files, using a video player that will be defined and finalised thanks to the support of the Cost Action Qualinet.

5 Logistics and Test Laboratories
The test material has been released by the MPEG experts to the Test Manager during the 106th MPEG meeting (Geneva, November 2013), that will distribute them to the Qualinet during the meeting.
Three Test Laboratories, member of the Cost Action Qualinet, already provide their support to run the test; other may provide their support before the beginning of the test.

Appendix A: Test Sequences

S01: Poznan_Hall2

S02: Poznan_Street

Poznan University of Technology

ftp://multimedia.edu.pl/3DV/
username: 3DV / password: ftvftv

directory: CFP

Copyright: Individuals and organizations extracting sequences from this archive agree that the sequences and all intellectual property rights therein remain the property of the respective owners listed below. These materials may only be used for the purpose of developing, testing and promulgating technology standards and for academic usage. Acknowledgement and reference to the following source document: Marek Domañski, Tomasz Grajek, Krzysztof Klimaszewski, Maciej Kurc, Olgierd Stankiewicz, Jakub Stankowski, Krzysztof Wegner "Poznañ Multiview Video Test Sequences and Camera Parameters", ISO/IEC JTC1/SC29/WG11 MPEG 2009/M17050, Xian, China, October 2009, are required in all documents that report any usage of the materials. The respective owners make no warranties with respect to the materials and expressly disclaim any warranties regarding their fitness for any purpose.

Owners: Poznan University of Technology, Poznañ, Poland.

S03: Undo_Dancer

S04: GT_Fly

Nokia

ftp://mpeg3dv.research.nokia.com
username: mpegmember / password: S9"12#sHD)3

Copyright: The supplied data and content (“Supplied Data”) is provided free of charge and made available for use by the Licensee, who shall be a member of the MPEG standardization committee or a respondent to a the Call for Proposals for the MPEG standard for 3D video coding that is to be issued March 2011, under the following conditions:

The Licensee agrees that the Supplied Data and all intellectual property rights therein remain the property of Nokia Corporation and its licensors (owners). The Supplied Data may only be used for the purpose of responding to the Call for Proposals that is to be issued March 2011, developing, testing and promulgating the MPEG technology standard for 3D video coding resulting from the Call for Proposals that is to be issued March 2011. The respective owners make no warranties with respect to the Supplied Data and expressly disclaim any warranties regarding its fitness for any purpose.

As a way of promulgating the MPEG technology standard for 3D video coding, the Licensee may present parts or modifications of the Supplied Data at academic conferences and publications.

The Licensee agrees not to provide the data to any third parties without permission from the owners and that the data shall not be sold, let for hire, or by way of trade, offered or exposed for sale or hire. This restriction shall apply to the original material or to any reproduction of it in whole or in part and to any modifications of the Supplied Data.

The texture views of the Supplied Data are copyright © UNDO. (See http://www.undo.fi)

Owners: Nokia, Finland.
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