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Scope
At the 105th MPEG meeting the audio group reviewed the requirements and time lines of different application standards. It has become apparent that it is essential to meet certain points in time where a 3D audio coding system could be introduced in combination with 4K and 8K UHD video broadcast. A “version 1” of MPEG-H 3D Audio may be applicable in these standards, if 
· a strict timeline is followed
· specific requirements are fulfilled that are essential for modern broadcast systems

This document lists the requirements for MPEG-H 3D Audio Version 1 and presents a workplan. 
Timeline
The following table shows the time line for the MPEG-H 3D Audio Version 1 as of the 105th MPEG meeting:

	Meeting
	Date
	Action

	105 Vienna
	August  2013
	Selection of Reference Model 0 technology 

Definition of additional requirements for version 1 including DRC technology.

	106 Geneva
	October 2013
	Submission of Reference Model 0 Working Draft text and Reference Software. This text and software forms the basis for the 3D audio work item for the Version 1.

Submission of proposed extensions or restrictions to RM0 addressing version 1 requirements.



	107 San Jose
	January 2014
	

	108 Valencia
	March 2014
	Produce CD text. Initiate reduced 2 month CD ballot.

	109 Sapporo
	July 2014
	Produce DIS text. Initiate regular 5 month DIS ballot.

	110 Strasbourg
	October 2014
	

	AdHoc period
	
	DIS ballot approval with all "Yes" votes

	111 Geneva
	February 2015
	IS



Requirements
The system is based on MPEG-H RM0 as brought to the 106th meeting. The requirements listed here extend the requirements from the CfP. 
Audio quality
The system should deliver audio quality no worse than shown in the evaluation of submitted technology for the CfP for 3D Audio.
Output channel configurations
The following loudspeaker configurations shall be supported: Mono, Stereo, 5.1, 22.2. 
Objects
The system should be able to accept audio objects at the encoder input.
The system should support signaling, delivery and rendering of audio objects.
The system should enable user control of objects, e.g. for dialog enhancement, alternative language tracks and audio description language.
Metadata
The audio coding system should allow the possibility of transmitting ancillary data. The ancillary data should be able to convey various types of information, including dynamic range control, loudness control.
Loudness
The system needs to enable loudness normalization to a given target loudness. Means to avoid loudness variation between programs, program items, and broadcast channels, as well as inserted audio content should be provided.
DRC
The system should allow dynamic range control (DRC).
The system should allow different DRC configurations on playback side, e.g. depending on listening conditions or user preference (“late night mode”). 
Clipping prevention
The systems should avoid clipping, e.g. due to loudness normalization, down-mixing and/or rendering. 
Dialog Enhancement and additional audio tracks
The system should provide metadata and decoder functionality to enable dialog enhancement. Additional language tracks and audio description language tracks should be supported.

Downmixing
The decoding part of the system should provide means for down-mixing to a lower number of channels than present in the transmitted format. The quality of the down-mix should be as high as possible, i.e.without impairment other than the loss of spatial quality. 
The system should be able to preserve the loudness of the original content as far as possible.
The system should be able to signal down-mix coefficients.
Quantization resolution
The system should be able to encode input audio material with at least 16 bits resolution.
Sampling frequency
The sampling frequency should be at least 48 kHz.
The system should be able to decode to a constant output sampling rate.
Coding delay and synchronization
All audio material in a program should be synchronized. 
The system should find means to enable synchronization between different audio and video streams.
Random access
The system should allow random access.
The recovery time should be as low as possible. 
Bitrate adaptation
The system should enable adaptation to changing network conditions of an IP based delivery system, i.e. seamless switching between different audio representations (e.g. same audio material at different bitrates) at stream access points. 


