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1. Introduction

MPEG has produced standards that have provided the industry with the best video compression technologies. In order to address the diversified needs of the Internet, MPEG is issuing this Call for Proposals (CfP).

In July 2011 MPEG issued a Call for Proposals on Internet Video Coding Technologies.  Responses were received and investigations have been carried out. Since we have become aware of additional technologies that can possibly achieve the goal of the CfP we are reissuing a modified version of the call.  

This CfP calls for proposals on compression technology for video in progressive format with compression capability that substantially outperforms MPEG-2 and is comparable to AVC Baseline Profile.

To satisfy the requirements of this application domain MPEG will evaluate the submissions and will develop a specification (the Standard) that will include an initial profile (the “Baseline Profile”) where patent owners making declarations are prepared to grant a free of charge license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and under other reasonable terms and conditions to make, use, and sell implementations of the Baseline Profile in the Standard in accordance with the ITU-R/ITU-T/ISO/IEC Common Patent Policy and which may include other profiles that may be royalty-bearing.  MPEG recognizes, however, that a Baseline Profile may not be possible.
MPEG intends to subdivide royalty-free and royalty-bearing profiles into different standard parts.

For further information on the requirements associated with this Call for Proposals, please refer to the document providing requirements on this Video Coding project [1].

2. Specification Timeline 
Codec for Baseline Profile specification development plan:

2.1. Committee Draft: 



2013/11
2.2. Draft International Standard: 

2014/01
2.3. Final Draft International Standard: 

2014/07
Other profiles may be developed after the baseline profile is fully defined.
3. Requirements for a Proposal

A proposal shall consist of:

1. Detailed documentation describing the proposed technology, which proponents are encouraged to segment in multiple parts (e.g., Baseline Profile, other Profiles);

2. Decoded test sequences (See Annex B);

3. Coded bitstreams and the decoder used to generate the decoded test sequences; any other relevant information to help the evaluation of the proposal, e.g. usage scenarios;

4. Filled out Patent Statement and Licensing Declaration Form for ITU-T/ITU-R Recommendation | ISO/IEC Deliverable [2].

The originator of a proposal for a document shall draw the attention of the committee to  any patent rights of which the originator is aware and considers to cover any item of the proposal.
Proponents are reminded that any party participating in the work should, from the outset, draw the attention of the Director of ITU-TSB, the Director of ITU-BR, or the offices of the CEOs of ISO or IEC, respectively to any known patent or to any known pending patent application, either their own or of other organizations, in accordance with the ITU-T/ITU-R/ISO/IEC Common Patent Policy and the related Guidelines.

Proponents may include solutions that extend the requirements listed in [1]. In such cases, proponents shall justify why the extension would be beneficial to the Standard.

Proponents are reminded that MPEG expects to be able to combine different technologies coming from different proposals to create the solution that may eventually become the IVC standard. 

If the proponent believes that modifications or extensions of their technology would not be advisable, the proponent shall state the reasons. Proponents should also provide any information they believe may have impact on the further processing of their proposal. 
Proponents are advised that, upon acceptance by MPEG for further evaluation, MPEG requires that working implementations including source code, referred to as reference software, must be made available immediately. Proponents are required to participate in the evaluation and attend the 105th MPEG meeting.

3.1. Information Form & Self-Evaluation Form

In order to register a contribution, an information form must be submitted with each proposal. This form can be found in Annex A of this Call for Proposals. 

Furthermore proponents are advised that this Call for Proposals is being made under the auspices of ISO/IEC, and as such, submissions are subject to the ISO/IEC Intellectual Property Rights Policy as approved by the ISO and IEC councils (http://www.iso.org/patents).

Interested parties are kindly requested to make sure that their submission of test materials are received by the 2013/06/20 T23.59 hours GMT, by Vittorio Baroncini, Test Coordinator (vittorio@fub.it). 
Proponents are advised that MPEG retains the right not to accept any proposal, to accept one or more than one proposal. In any case, MPEG intends to elaborate on the proposals retained in order to produce the Standard. 

Further information on MPEG can be obtained from the MPEG home page at http://mpeg.chiariglione.org. 

4. Proposal Evaluation 
4.1. Evaluation criteria 

Proposals will be evaluated according to the Internet Video Coding technologies requirements as set forth in [1].

4.2. Evaluation procedure

The evaluation of the proposals will be supervised by Vittorio Baroncini. The evaluation of received proposals consists of the following steps: 

	DATE
	ACTION

	2013/04/26:
	Final CfP is available. 

	2013/05/31
	Test anchors are finalised.

	2013/05/31:
	Deadline for Pre-registration of responses to this call (mandatory): one of the contact persons must be notified;

	
	An invoice for the testing fee will be sent after pre-registration;

	
	Additional logistic information will also be sent to proponents.

	2013/06/15:
	Formal registration and payment of the fee (see Annex A and Annex B – B.5).

	2013/06/22:
	Coded test material is available to the test coordinator
.

	2013/06/29:
	Subjective assessment starts on or before this date.

	2013/07/14:
	Registration of documents describing the responses to this call. 

	2013/07/14:
	Submission of the registered documents
.

	2013/7/21
	Cross-checking of bitstreams and binary decoders (participation mandatory for proponents).

	2013/7/29:
	Subjective test results available within WG11.

	2013/07/29-08/02:
	Evaluation of proposals at the 105th WG11 (MPEG) meeting
.


5. Source Code and IPR
Proponents are advised that, upon acceptance for further evaluation, it will be required that certain parts of any technology proposed be made available in source code format to participants in the core experiments process and for potential inclusion in the prospective standard as reference software. When a particular technology is a candidate for further evaluation, commitment to provide such software is a condition of participation.  Additionally, submission of improvements (bug fixes, etc.) is certainly encouraged. 
Software should be released under the BSD licence as clarified in MPEG document N10791 ( http://mpeg.chiariglione.org/docs/mxm-license  )
Furthermore, proponents are advised that this Call is being made subject to the common patent policy of ITU-T/ITU-R/ISO/IEC (see www.itu.int/ITU-T/dbase/patent/patent-policy.html or ISO/IEC Directives Part 1, Appendix I) and the other established policies of the standardization organizations.  
6. Contact Persons
Chairman of the Video Group:
Prof. Dr. Jens-Rainer Ohm

RWTH Aachen University, Institute of Communications Engineering

Melatener Str. 23, 52074 Aachen, Germany

Tel. +49-241-8027671, Fax. +49-241-8022196, email ohm@ient.rwth-aachen.de
Test Coordinator:
Dr. Vittorio Baroncini 

Senior Researcher, Audio Video Signal Processing Area

Fondazione Ugo Bordoni

Via B. Castiglione, 59 00142 – Rome - Italy

Tel. +39-06-54802134, Fax. +39-06-54804405, email vittorio@fub.it
Annex A: 


General Information Form

(To be filled in by the proponent)
1. Title of the proposal: 

2. Organization Name: 


3. Availability of any software implementation and test results: 


4. Is your proposal also submitted to another SDO (Standard Development Organization)? 

YES 


NO


If YES, please state when and to where it was submitted.

5. Do you plan to attend the 105th MPEG meeting and make a presentation to explain your proposal and answer questions about it?

YES 


NO


6. Will you provide a demonstration? 

YES 


NO


7. To clearly identify the requirements satisfied by each proposal, each proponent is encouraged to provide a description of their proposal that includes:
· Coding Efficiency.
· Perceptual Quality.  
· Network friendliness and error resilience.
· Implementation Complexity.
· Bitstream scalability.
8. To clarify the licensing conditions, each proponent is encouraged to list any patent rights of which the proponent is aware and considers to cover any item of the proposal.
Annex B

Test Classes, Coding Conditions, and Anchors
Proponents are required to submit complete results for all test cases.

B.1 Sequence formats and frame rates

All test material is progressively scanned and uses 4:2:0 color sampling with 8 bits per sample.

Submissions of PSNR results will be evaluated based on BD PSNR and rate criteria [3][4].     

The classes of video sequences are:

	Class 
	Number of sequences
	image 
format
	bit 
rates
	Evaluation

	
	
	
	
	Subjective
	BD-PSNR

	A
	2
	2560 x 1600
	5
	NO
	YES

	B
	4
	1920 x 1080
	5
	YES
	YES

	C
	4
	836 x 480
	5
	YES
	YES

	D
	4
	416 x 240
	5
	NO
	YES

	E
	3
	1280 x 720
	5
	YES
	YES


Note: Sequences marked with an (*) have a copyright statement as the last frame. Please do not encode that last frame.
Class A: Image size 2650 x 1600
	Code
	Name
	Original
	length
	Cropped area position
	source/owner/
copyright

	
	
	Image format 
	fps
	
	
	

	S01
	Traffic
	4096x2048p
	30
	5s
	Line 80, 
Column 1200
	Plannet Inc./ C1

	S02
	People on Street
	3840x2160p
	30
	5s
	Line 480,

Column 540
	Samsung Electronics Co., Ltd. / C2


Class B: Image size 1920x1080p

	Code
	Name
	fps
	length
	source/owner/copyright

	S03
	Kimono
	24
	10s
	Tokyo Institute of Technology, Nakajima Laboratory / C3

	S04
	ParkScene
	24
	10s
	Tokyo Institute of Technology, Nakajima Laboratory / C3

	S05
	Cactus
	50
	10s
	EBU/RAI / C4

	S06
	BasketballDrive (*)
	50
	10s
	NTT DOCOMO Inc. / C5


Class C: Image size 832x480p (WVGA) 30-60 fps
	Code
	Name
	fps
	length
	source/owner/copyright

	S08
	BasketballDrill(*)
	50
	10s
	NTT DOCOMO Inc. / C5

	S09
	BQMall(*)
	60
	10s
	NTT DOCOMO Inc. / C5

	S10
	PartyScene(*)
	50
	10s
	NTT DOCOMO Inc. / C5

	S11
	RaceHorses(*)
	30
	10s
	NTT DOCOMO Inc. / C5


Class D: Image size 416x240p (WQVGA) 30-60 fps
	Code
	Name
	fps
	length
	source/owner/copyright

	S12
	BasketballPass (*)
	50
	10s
	NTT DOCOMO Inc. / C5

	S13
	BQSquare (*)
	60
	10s
	NTT DOCOMO Inc. / C5

	S14
	BlowingBubbles (*)
	50
	10s
	NTT DOCOMO Inc. / C5

	S15
	RaceHorses (*)
	30
	10s
	NTT DOCOMO Inc. / C5


Class E: Image size 1280x720p 60 fps
	Code
	Name
	fps
	length
	source/owner/copyright

	S16
	Johnny
	30
	10s
	Vidyo, Inc. / C6

	S17
	KristenAndSara
	30
	10s
	Vidyo, Inc. / C6

	S18
	FourPeople
	30
	10s
	Vidyo, Inc. / C6


C1: 

Individuals and organizations extracting sequence from this archive agree that the sequence and all intellectual property rights therein remain the property of Plannet inc.. This material may only be used for the purpose of developing, testing and promulgating technology standards. This material cannot be distributed with charge. Plannet inc. makes no warranties with respect to the material and expressly disclaims any warranties regarding its fitness for any purpose.
C2:

These sequences are generated by SAMSUNG ELECTRONICS CO., LTD. for developing image processing algorithms. All intellectual property rights for the sequences therein remain the property of SAMSUNG ELECTRONICS CO., LTD. These materials shall be used, copied, modified, or distributed only for developing MPEG and VCEG High-Performance Video coding standards and for testing and promoting such standards. This Copyright and permission notice shall be duplicated whenever the data are copied or distributed. These materials shall not be distributed with charge. For distributing of altered or processed versions of the data, any user must clearly indicate that the data has been altered and thus cannot be relied upon as representing the original material. SAMSUNG ELECTRONICS CO., LTD. makes no warranties with respect to the material and expressly disclaims any warranties regarding its fitness for any purpose. Unless the above conditions are agreed to by the recipient, no permission is granted for any use, copying, modification and distribution of the accompanying data.
C3:

Individuals and organizations extracting sequence from this archive agree that the sequences and all intellectual property rights therein remain the property of Nakajima Laboratory of Tokyo Institute of Technology. This material may only be used for the purpose of developing, testing and promulgating technology standards. The material cannot be distributed with charge. Nakajima Laboratory of Tokyo Institute of Technology makes no warranties with respect to the material and expressly disclaims any warranties regarding its fitness for any purpose.

C4: 

These sequences and all intellectual property rights therein remain the property of the RAI. These sequences may only be used for the purpose of developing, testing and promulgating technology standards. RAI and EBU Technical make no warranties with respect to the sequences and expressly disclaims any warranties regarding their fitness for any purpose.
C5:

These sequences and all intellectual property rights therein remain the property of the NTT DOCOMO, INC. These sequences may only be used for the purpose of developing, testing and promulgating technology standards. NTT DOCOMO, INC. makes no warranties with respect to the sequences and expressly disclaims any warranties regarding their fitness for any purpose.

C6:
Individuals and organizations using these video sequences agree that the sequences and all intellectual property rights therein remain the property of the owner, Vidyo, Inc.  This material may only be used for the purpose of developing, testing, and promulgating technology standards.  This material cannot be distributed with charge.  The owner makes no
B.2 Coding Conditions of Submissions 

Constraint cases are defined as follows:

· Constraint set 1: structural delay of processing units not larger than 8-picture "group of pictures (GOPs)" and random access intervals of 1.1 seconds or less. 

· Constraint set 2: no picture reordering between decoder processing and output, with bit rate fluctuation characteristics and no multi-pass encoding. A metric will be applied to measure bit rate fluctuation characteristics.

Submissions shall include encodings for all sequences in all classes, and each decoding shall produce the full specified number of pictures for the sequence (no missing pictures).

Submissions shall be made for the following test cases (combinations of classes and constraint sets):

	
	Class A
	Class B
	Class C
	Class D
	Class E

	Constraint set 1
	X
	X
	X
	X
	--

	Constraint set 2
	--
	X
	X
	X
	X


Table 1– Combinations of classes and constraint sets

· Submissions will be evaluated by means of a formal subjective assessment.

· Submissions should provide BD PSNR data as defined in [3][4].

Responses to this call shall, for each of the test cases defined above, submit results for the following target rate points (which are not to be exceeded for any test point): 

Class A: 2560x1600p (Optional)
	Class
	Rate 1
	Rate 2
	Rate 3
	Rate 4
	Rate 5

	Traffic                   30fps
	2.5 Mbit/s
	3.5 Mbit/s
	5.0 Mbit/s
	8 Mbit/s
	14 Mbit/s

	People on Street    30fps
	2.5 Mbit/s
	3.5 Mbit/s
	5.0 Mbit/s
	8 Mbit/s
	14 Mbit/s


Class B: 1920x1080p
	Class
	Rate 1
	Rate 2
	Rate 3
	Rate 4
	Rate 5

	Kimono                  24fps
	1.0 Mbit/s
	1.6 Mbit/s
	2.5 Mbit/s
	4.0 Mbit/s
	6.0 Mbit/s

	Park Scene             24fps
	1.0 Mbit/s
	1.6 Mbit/s
	2.5 Mbit/s
	4.0 Mbit/s
	6.0 Mbit/s

	Cactus                    50fps
	2.0 Mbit/s
	3.0- Mbit/s
	4.5 Mbit/s
	7.0 Mbit/s
	10.0 Mbit/s

	BasketballDrive     50fps
	2.0 Mbit/s
	3.0- Mbit/s
	4.5 Mbit/s
	7.0 Mbit/s
	10.0 Mbit/s


Class C: 836x480
	Class
	Rate 1
	Rate 2
	Rate 3
	Rate 4
	Rate 5

	BasketballDrill        50fps
	384 kbit/s
	512 kbit/s
	768 kbit/s
	1.2 Mbit/s
	2.0 Mbit/s

	BQMall                   60fps
	384 kbit/s
	512 kbit/s
	768 kbit/s
	1.2 Mbit/s
	2.0 Mbit/s

	PartyScene              50fps
	384 kbit/s
	512 kbit/s
	768 kbit/s
	1.2 Mbit/s
	2.0 Mbit/s

	RaceHorses             30fps
	384 kbit/s
	512 kbit/s
	768 kbit/s
	1.2 Mbit/s
	2.0 Mbit/s


Class D: 416x240
	Class
	Rate 1
	Rate 2
	Rate 3
	Rate 4
	Rate 5

	BasketballPass        50fps
	256 kbit/s
	384 kbit/s
	512 kbit/s
	850 kbit/s
	1.5 Mbit/s

	BQSquare               60fps
	256 kbit/s
	384 kbit/s
	512 kbit/s
	850 kbit/s
	1.5 Mbit/s

	BlowingBubbles     50fps
	256 kbit/s
	384 kbit/s
	512 kbit/s
	850 kbit/s
	1.5 Mbit/s

	RaceHorses             30fps
	256 kbit/s
	384 kbit/s
	512 kbit/s
	850 kbit/s
	1.5 Mbit/s


Class E: 1280x720
	Class
	Rate 1
	Rate 2
	Rate 3
	Rate 4
	Rate 5

	Johnny                    60fps
	256 kbit/s
	384 kbit/s
	512 kbit/s
	850 kbit/s
	1.5 Mbit/s

	KristenAndSara      60fps
	256 kbit/s
	384 kbit/s
	512 kbit/s
	850 kbit/s
	1.5 Mbit/s

	FourPeople             60fps
	256 kbit/s
	384 kbit/s
	512 kbit/s
	850 kbit/s
	1.5 Mbit/s


Table 2– Target rate points not to be exceeded

Submissions to the call shall obey the following additional constraints

1. No use of pre-processing. 

2. Only use post-processing if it is part of the decoding process, i.e. any processing that is applied to a picture prior to its use as a reference for inter prediction of other pictures. Such processing can also be applied to non-reference pictures.

3. Quantization settings should be kept static. When change of quantization is used it shall be described.

4. Proponents are discouraged from optimizing encoding parameters using non-automatic means.

5. The video coding test set should not be used as the training set for training large entropy coding tables, VQ codebooks, etc.

B.3 Anchors 

Anchors will be generated by encoding the above sequences using an AVC encoder (JM18.4)
. The purpose of the anchors is to facilitate testing in accordance with BT.500 [5], providing useful reference points demonstrating the behaviour of well-understood configurations of current technology, obeying the same constraints as imposed on the proposals. The anchors will be among the encodings used in the testing process, however the purpose of the test is to compare the quality of video for proposals to each other rather than to the anchors.  

The anchors generated using JM18.4 shall be made available by May 24th 

Alpha anchor (satisfies constraint set 1)

· Conformance with High Profile

· Hierarchical B pictures IbBbBbBbP (8) coding structure – each picture uses at most 4 reference pictures in each list for inter prediction

· Open GOP structuring with an Intra picture every 24, 32, 48 and 64 pictures for 24 fps, 30 fps, 50 and 60 fps sequences, respectively

· num_reorder_frames = 3 ("GOP length 8") 

· max_ref_frames = 4

· QP scaling: QP (I picture), QP+1 (P picture), QP+2 (first B layer), QP+3 (second B layer), QP+4 (third B layer)

· CABAC, 8x8 transforms

· Flat quantization weighting matrices

· RD Optimization enabled

· RDOQ enabled (fast mode, NUM=1)

· Adaptive rounding disabled

· Weighted prediction enabled

· Fast motion estimation (range 128x128)

Beta anchor (satisfies constraint set 2)

· Conformance with High Profile

· No random access refresh requirement (a single I frame as the first picture) 

· Hierarchical P pictures IpPp (GOP size of 4, with 3 temporal P picture layers, and no backward reference for inter prediction, nested_prediction_flag=on) coding structure – each picture uses at most 4 reference pictures for inter prediction

· QP scaling: QP (I picture), QP+1 (first P layer), QP+4 (second P layer), QP+5 (third P layer)

· num_reorder_frames=0

· max_ref_frames = 4

· CABAC, 8x8 transforms

· Flat quantization weighting matrices

· RD Optimization enabled

· RDOQ enabled (fast mode, NUM=1)

· Adaptive rounding disabled

· Weighted prediction enabled

· Fast motion estimation. (range 128x128)

B.4 Test Sites and Delivery of Test Material
The submitted material will be evaluated by means of a expert viewing subjective assessment process.

The tests will be conducted at FUB (Test Coordinator, Rome, Italy), 

All proponents need to deliver, by the due date of 2013/06/20, a physical media to the address of the Test Coordinator
. The physical media shall contain the bitstreams, YUV and AVI files, as well as a decoder executable used by the proponent to generate the YUV files from the bitstreams. Classes A, B, C and D are required and Class 0 is optional and in any case will be evaluated only by BD PSNR. Class C will also be evaluated only using BD PSNR.
The correct reception of the physical media will be confirmed by the Test Coordinator. Any inconvenience caused by unexpected delivery delay or a failure of the physical media will be under the complete responsibility of the proponents, but solutions will be negotiated to ensure that the data can still be included in the test, which means that correct and complete data need to be available before the beginning of the test at the latest.

All the bitstreams, decoder executable, YUV and AVI files shall be accompanied by a check-sum file to verify their correct storing on the physical media.

The YUV to AVI file format conversion and check-sum program utilities will be made available (see Annex B). Further technical details on the delivery of the coded material are also provided in Annex B.

B.5 Testing Fee
Proponents will be charged a fee per submitted algorithm proposal.  Such fee will be a flat charge for each proposal to cover the logistic cost (without any profit).  The fee is non-refundable after the formal registration is made. 

The amount of the fee will be 3000 USD for each constrained set submitted. 

B.6 Requirements on Submissions

The proponents shall submit test material conforming to both constraint sets.

More information about file formats can be found in Annex C. Files of decoded sequences and bitstreams shall follow the naming conventions as specified in section D.9 of Annex D.

Proponents shall provide the following; incomplete proposals will not be considered:
· Coded test material submission to be received by Test Coordinator on physical media:
1. Bitstreams for all test cases as specified in Table 1 except class 0 and all bit rates as specified in Table 2,

2. Decoded sequences (YUV and AVI files) for all test cases as specified in Table 1 except class 0 and all bit rates as specified in Table 2.

3. Binary decoder executable. 
4. Checksum files for 1.-3.

Annex C: 

Distribution formats for test sequences and decoded results, Delivery of Bitstreams and Binary Decoders, Utilities and Cross-check Meeting

Distribution of original video material files containing test sequences is done in YUV files with extension “.yuv”. Colour depth is 8 bit per component. A description of the YUV file format is available at http://www.fourcc.org/ web site, designated as “Planar IYUV”.
AVC Anchor bitstreams are provided with extension “.264”. Bitstream formats of proposals can be proprietary, but must contain all information necessary to decode the sequences at a given data rate (e.g. no additional parameter files). The file size of the bitstream will be used as a proof that the bitrate limitation from Table 2 has been observed. The file extension of a proposal bitstream shall be “.bit”.

Decoded sequences shall be provided in the same “.yuv” format as originals, and additionally as AVI files (“.avi” extension). A tool that converts YUV into AVI format is available from the test coordinator by request.

All files delivered (bitstreams, decoded sequences and binary decoders) must be accompanied by a checksum file to enable identification of corrupted files. MD5 checksum tools shall be used for that purpose. Such a tool is available typically as part of UNIX/LINUX operating systems where it should be run with option “-b” (binary). For Windows operating systems, a compatible tool can be obtained from http://www.pc-tools.net/win32/md5sums/. This tool should be run with additional option “-u” to generate the same output as under UNIX. 
The physical media should be shipped (for handling in customs) with a declaration “used physical media for scientific purposes, to be returned to owner” and low value specification (e.g. 20€). The use of a physical media with substantially larger size than needed is discouraged. If the physical media is a hard disc it should be a 3½-inch SATA drive without any additional enclosure (no case, no power supply, no USB interface etc.). Alternatively USB 3.0 Pen drive(s) (one or more to provide the required capacity to store of the files) are admitted.  NTFS file format shall be used.

Anchor test material is made available to the Test Manager at a password protected FTP in form of bit-streams, together with the executable decoder SW (Windows and if possible also Linux and Mac Os) and the script necessary to convert the bit-streams files into YUV 4:2:0 and AVI files (709 colour scheme).
Before the evaluation meeting, a one-day cross-check meeting will be held. Proponents shall bring another physical media, which can be connected via USB 3.0 to a Windows PC, containing original and decoded sequences in YUV and AVI formats, bitstreams, binary decoder executables and all related checksum files. An adequate computer system shall also be brought to this meeting. Proponents shall specify the computing platform (hardware, OS version) on which the binary can be run. Should such a computing platform not be readily available, the proponent shall provide a computer adequate for decoder verification at this meeting. Further information will be exchanged with the proponents after the registration deadline.

Annex D

 Description of testing environment and methodology
The test procedure foreseen for the formal subjective evaluation will consider two main requirements: 

· to be as much as possible reliable and effective in ranking the proposals in terms of subjective quality (and therefore adhering the existing recommendations);

· to take into account the evolution of technology and laboratory set-up oriented to the adoption of FPD (Flat Panel Display) and video server as video recording and playing equipment.

Therefore, one of the test methods described in [5] are planned to be used (according also to the number of submission received, and as described here below), applying some modification to them, in relation to the kind of display, the video recording and play-back equipment.

D.1 Test method

The test methods adopted for this evaluation is DCR (Degradation Category Rating) [5].

In the case the number of submissions received by the due date will be higher than 12, the Test Manager will consider the possibility to adopt and use the ACR test method [5], with a multiple ordering in the presentation of the video test material to the viewing subjects.

D.1.1 DSIS

This test method is commonly adopted when the material to be evaluated shows a range of visual quality that well distributes across all quality scales.

This method will be used under the schema of evaluation of the quality (and not of the impairment); for this reason a quality rating scale made of 11 levels will be adopted, ranging from "0" (lowest quality) to "10" (highest quality). The test will be held in three different laboratories located in countries speaking different languages: This implies that it is better not to use categorical adjectives (e.g. excellent good fair etc.) to avoid any bias due to a possible different interpretation by naive subjects speaking different languages.

All the video material used for these tests will consist of video clips of 10 seconds duration.

The structure of the Basic Test Cell (BTC) of DSIS method is made by two consecutive presentations of the video clip under test; at first the original version of the video clip is displayed, immediately afterwards the coded version of the video clip is presented; then a message displays for 5 seconds asking the viewers to vote (see Figure D1 REF _Ref242789318 \h  \* MERGEFORMAT 
)

[image: image1.emf] 

Original   Coded   VOTE N  

time  

1  sec.                10 second s                              1  sce.                        10 seconds                           5 seconds  


Figure D1 - DSIS  BTC
The presentation of the video clips will be preceded by a mid-grey screen displaying for one second.

D.2 How to express the visual quality opinion with DSIS
The viewers will be asked to express their vote putting a mark on a scoring sheet.

The scoring sheet for a DSIS test is made of a section for each BTC; each section is made of a column of 11 vertically arranged boxes, associated to a number from 0 to 10 (see Figure D3).

The viewers have to put a check mark on one of the 11 boxes; checking the box "10" the subject will express an opinion of "best" quality, while checking the box "0" the subject will express an opinion of the "worst” quality.

The vote has to be written when the message "Vote N" appears on the screen. The number "N" is a numerical progressive indication on the screen aiming to help the viewing subjects to use the appropriate column of the scoring sheet.
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Figure D3 -Example of DSIS test method scoring sheet
D.4 Training and stabilization phase
The outcome of a test is highly dependent on a proper training of the test subjects.

For this purpose, each subject has to be trained by means of a short practice (training) session.

The video material used for the training session must be different from those of the test, but the impairments introduced by the coding have to be as much as possible similar to those in the test.

The stabilization phase uses the test material of a test session; three BTCs, containing one sample of best quality, one of the worst quality and one of medium quality, are duplicated at the beginning of the test session. By this way, the test subjects have an immediate impression of the quality range they are expected to evaluate during that session.

The scores of the stabilization phase are discarded. Consistency of the behaviour of the subjects will be checked inserting in the session a BTC in which original is compared to original.

D.5 The laboratory set-up
The laboratory for a subjective assessment is planned to be set up following [5], except for the selection of the display and the video play-out server.

High quality LCD monitors (or TV set) are used, having a diagonal size equal or higher of 40” and capable to accept resolution equal or superior to 1920 x 1080. When using TV sets all the local colour and contrast features must be disabled (where applicable).

Play-out of Class B and D video clips is done at the native resolution using the central area of the screen; the remaining part of the screen is set to a mid grey level (128 in 0-255 range).

The video play server, or the PC, used to play video has to be able to support the display of 1080p, 720p and WVGA video formats, at 24, 30, 50 and 60 frames per second, without any limitation, or without introducing any additional temporal or visual degradation.

D.5.1 Viewing distance
The viewing distance varies according to the physical dimensions of the active part of the video; this will lead to a viewing distance varying from 2H to 4H, where H is equal to the height of the active part of the screen.

The number of subjects seating in front of the monitor is a function of the monitor size and of the selected viewing distance.

D.5.2 
Viewing environment.
The test laboratory has to be carefully protected from any external visual or audio pollution.

Internal general light has to be low (just enough to allow the viewing subjects to fill out the scoring sheets) and a uniform light has to be placed behind the monitor; this light must have an intensity as specified in Recommendation ITU-R BT.500. No light source has to be directed to the screen or create reflections; ceiling, floor and walls of the laboratory have to be made of non-reflecting material (e.g. carpet or velvet) and should have a colour tuned as close as possible to D65.

D.6 
Example of a test schedule for a day.

This is an example of the schedule of the planned test activity for one day.

A time slot of one hour is dedicated every morning and afternoon to welcome, to screen and to train the viewers.

After the subjects’ screening for visual acuity and colour blindness, the subjects will be grouped in testing groups.

In the following example, four groups of subjects are created, according to the laboratory set-up
 and to the time constraints.

	
	DAY 1
	DAY 2



	9:00 – 10:00
	Screening / training
	Screening / training

	10:00 -10:40
	G1-S1
	 
	G1-S1
	 

	10:40 -11:20
	 
	G2-S1
	 
	G2-S1

	11:20 -12:00
	G1-S2
	 
	G1-S2
	 

	12:00 -12:40
	 
	G2-S2
	 
	G2-S2

	13:00 – 14:00
	Screening / training
	Screening / training

	14:00 -14:40
	G3-S3
	 
	G3-S3
	 

	14:40 -15:20
	 
	G4-S3
	 
	G4-S3

	15:20 -16:00
	G3-S4
	 
	G3-S4
	 

	16:00 -16:40
	 
	G4-S4
	 
	G4-S4


D.7 Overall test effort and subjects’ involvement

The duration of the test will depend on the number of submissions; in any case the each viewing session will not stand for more than 25 minutes and the same viewing subject will not participated to the test run for more than six hours in total. The same subject may not be enrolled for two consecutive days. Young humans subjects, equally distributed in gender, are hired, selecting them for an age from 18 to 30 and, highly preferably among University students of scientific faculties. Viewing subjects are compensated for their participation to the testing activities (compensation may be done in money or services).

D.8 Statistical analysis and presentation of the results

The data collected from the score sheets, filled out by the viewing subjects, will be stored in an Excel spreadsheet.

Five spread-sheets will be prepared: four containing the results for Class A, B (constraint sets 1 and 2) and one for class D (constraint set 2 only).

For each coding condition the Mean Opinion Score (MOS) and associated Confidence Interval (CI) values will be given in the spreadsheets.

The MOS and CI values will be used to draw graphs. The Graphs will be drawn grouping the results for each video test sequence. No graph grouping results from different video sequences will be considered.

D.9 Proponents identification and file names

Each Proponent submitting to the CfP will be identified with a two digit code preceded by the letter “P” (e.g. P01 P02 … Pnn). 

Each coded video file provided for a submission will be identified by a name formed by the below listed combination of letters and numbers:

PnnSxxRyCz.<filetype>

where:

· Pnn identifies the Proponent,

· Sxx identifies the original video clip used to produce the coded video, as identified in the tables of Annex A;

· Ry identifies the rate y, as identified in  section B.2 of Annex B (Table 2 and above)

· Cz identifies the constraint set z (z=1 or z=2), as identified in section B.2 of Annex B (Table 1 and above)

· <filetype> identifies the kind of file:

· .bit = bitstream

· .yuv = decoded video clip in YUV format

· .avi = decoded video clip in AVI format
Annex E
Detailed Requirements on Technical Descriptions of Submissions

1. A technical description of the proposal sufficient for full conceptual understanding and generation of equivalent performance results by experts and for conveying the degree of optimization required to replicate the performance. This description should include all data processing paths and individual data processing components used to generate the bitstreams. It does not need to include complete bitstream format or implementation details, although as much detail as possible is desired.

2. An Excel sheet as attached to this CfP, with all white fields for the respective test cases filled. For PSNR values to be computed per frame, a precision of 2 digits after decimal point shall be used. BD measures [3][4] against the appropriate anchor will be automatically computed from the Excel sheets at the meeting where the evaluation is performed.
3. The technical description shall also contain a statement about the programming language in which the software is written, e.g. C/C++ and platforms on which the binaries were compiled.  Note that low-level programming optimisations such as assembly code/intrinsics and external video libraries are discouraged.

4. The technical description shall state how the proposed technology behaves in terms of random access to any frame within the sequence.  For example, a description of the GOP structure and the maximum number of frames that must be decoded to access any frame could be given.

5. The technical description shall specify the expected encoding and decoding delay characteristics of the technology, including structural delay e.g. due to the amount of frame reordering and buffering, the degree of frame-level multi-pass decisions and the degree by which the delay can be minimized by parallel processing.

6. The technical description shall contain information suitable to assess the complexity of the implementation of the technology, including the following:

· Encoding time8 (for each submitted bitstream) of the software implementation.  Proponents shall provide a description of the platform and methodology used to determine the time.  To help interpretation, a description of software and algorithm optimisations undertaken, if any, is welcome.

· Decoding time
 for each bitstream running the software implementation of the proposal, and for the corresponding constraint case anchor bitstream(s)
 run on the same platform.  Proponents shall provide a description of the platform and methodology used to determine the time.  To help interpretation, a description of software optimisations undertaken, if any, is encouraged.

· Expected memory usage of encoder and decoder. 

· Complexity characteristics of Motion Estimation (ME) / Motion Compensation (MC): E.g. number of reference pictures, sizes of frame (and associated decoder data) memories, sample value word length, block size, and motion compensation interpolation filter(s).

· Description of transform(s): use of integer/floating point precision, transform characteristics (such as length of the filter/block size).
· Degree of capability for parallel processing.
7.    Furthermore, the technical description should point out any specific properties of the proposal (e.g. additional functionality, error resilience, scalability). 

· Optional information
Proponents are encouraged (but not required) to allow other committee participants to have access, on a temporary or permanent basis, to their encoded bitstreams and binary executable or source code.

· Detailed description of test sequences 
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� People who formally registered will receive instructions regarding how to submit the coded materials.


� Contact persons will compile all proposal documents into one or more input documents and upload.


� Proponents are requested to attend this standardization meeting.


� For details, proponents may refer to the config files prepared for the anchors, which can be obtained from the same location as the anchor bitstreams. A summary of the coding conditions used in these config files is provided below. Currently anchors generated using JM16.1 are available. The decision for switching to the anchors generated with JM18.4 will be done by the video group chair and the video chair by the anchors due date. 








� The viewing rooms of the three laboratories could be different according to the test material and/or to the design of the laboratory. Large displays (e.g. monitor equal or wider than 50’’) will allow to seat three (or more) subjects at the same time; a laboratory set-up, in which three wide monitors are available, will allow the creation of wider groups of viewers (three or more).


� For example, using timer for Windows systems.


� The decoder source code to be used to process the anchor bitstreams will be provided to proponents and must be compiled as-is, without modification of source code, compiler flags, or settings.





