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Introduction
MPEG has launched a new standard, MPEG-H, ISO/IEC 23008 “High efficiency coding and dynamic media delivery.” The standard will have three parts, Systems, Video and Audio and will provide a coordinated suite of specifications for multi-media delivery and consumption. The common theme for MPEG-H is that it will provide a greatly increased sense of envelopment for both the audio and the visual experience. 

It is envisioned that MPEG-H Video will specify video coding for devices whose capabilities are beyond those of current HD displays. The target is Ultra-HD (UHD) displays with 4K or 8K horizontal resolution and 16:9 form factor. In such displays, a much closer viewing distance is feasible and perhaps desirable. The display will subtend 55 to 100 degrees of the user’s field of view such that there is a greatly enhanced sense of visual envelopment.

To complement the visual envelopment, it is envisioned that in a “home theater” system MPEG-H Audio, or “3D Audio” will use a large number of loudspeakers to provide a similar degree of audio envelopment. These might be surrounding the user and be situated at high, mid and low vertical positions relative to the user’s ears. The desired sense of audio envelopment includes both immersive 3D audio, in the sense of being able to virtualize sound sources at any position in space, and accurate audio localization, in terms of both direction and distance. 

In addition to a “home theater” audio-visual system, there may be a “personal” system having a tablet-sized visual display with speakers built into the device, e.g. around the perimeter of the display. Alternatively, the personal device may be a hand-held smart phone. Headphones with appropriate spatialization would also be a means to deliver an immersive audio experience for all systems.

The 3D Audio standard can be used by itself to support audio-only presentation. This would use loudspeaker setups similar to that found in a home theater scenario, although headphone presentation would be an alternative. 

This document is the Call for Proposals for 3D Audio technology. Section 2 defines terms, Section 3 presents the timeline for and procedures used in submission to the Call, Annex 1 presents requirements that shall be satisfied by proposals, Annex 2 outlines relevant applications scenarios that should be addressed by proposals and Annex 3 defines loudspeaker positions for 3D Audio systems.

In issuing the Call for Proposals for the 3D Audio, WG11 hopes that submitted 3D Audio technology can be used as the basis for a standard that addresses market needs. However, WG11 must note that it cannot guarantee that the envisioned MPEG-H Part 3, 3D Audio, shall issue based on responses to the call. 
[bookmark: _Toc220647734]Definitions
Three types of input signals and formats have been identified for use in developing an MPEG-H 3D Audio standard (see [4]):
· Channel-based input, as it is used in today’s 2D and 3D production processes and media (e.g. 22.2, 9.1, 8.1, 7.1, 5.1 etc.), where each produced signal channel is intended to directly drive a loudspeaker in a designated position.
· Object-based input, where each produced signal channel represents an audio source that is intended to be rendered at a designated spatial position, independent of the number and location of actually available loudspeakers.
· Higher-Order Ambisonics (HOA), where each produced signal channel is part of an overall description of the entire sound scene, independent of the number and location of actually available loudspeakers.
· Sweet-spot is the listening position at the coordinate origin of the loudspeaker setup, as shown in Annex 5
· [bookmark: _Toc220647735]LR-BRIR is a Low-Resolution Binaural Room Impulse Response. A binaural room impulse response is measured by using an artificial head inside a listening room with microphones in both ear canals. A BRIR characterizes the linear transfer function from a loudspeaker to the left and right ear microphone in form of an impulse response. The impulse response should be long enough to capture the complete decay of the room reverberation tail. "Low-resolution" refers to the fact that only 30 loudspeakers at the position listed in Annex 3 are measured, as opposed to a much finer sampling grid. So the LR-BRIR database contains 30 (loudspeakers) x 2 (ears) impulse responses. The LR-BRIRs will be used to generate the reference for headphone tests via convolution with the original Channel-based items and reference-rendered Object- and HOA-based items.
Timetable and Procedures
[bookmark: _Toc220647736]Overview
This Call for Proposals shall be conducted in two phases: Phase 1 and Phase 2. Phase 1 is a first call for technology that satisfies the Primary Requirements for a limited range of encoding bitrates. Technology selected at the end of Phase 1 is designated Reference Model 0 (RM0). Phase 2 is a second submission of technology that should extend RM0 technology in an integrated manner. Technology selected at the end of Phase 2 is designated RM1. Because it builds on RM0, Phase 2 must have a submission deadline after the Phase 1 RM0 technology has been selected and RM0 documentation (as text and source code) is available to MPEG. Phase 2 technologies will be assessed at a lower range of encoding bitrates, typically for the Personal TV or Mobile TV application scenarios.

A timetable for Phase 1 of the Call for Proposals relative to specific MPEG meetings is given in the following table. Details of these meetings are available at http://mpeg.chiariglione.org.

	Meeting / Date
	Action

	103rd meeting, January 2013
	Issue Call for Proposals on 3D Audio
Issue DRAFT MPEG 3D Audio Core Experiment Methodology

	104th meeting, April 2013
	Issue Submission and Evaluation Procedures for 3D Audio
Issue MPEG 3D Audio Core Experiment Methodology

	Prior to April 12, 2013
	Proponents must register intention to participate in Call

	May 31, 2013
	Proponent processed test items due

	June, July, 2013
Detailed timeline to be available in [4]
	Conduct evaluation listening tests

	Contributions to 105th meeting
	Proponent written documentation due

	105th meeting, July 2013
	Selection of Reference Model 0 technology

	106th meeting, October 2013
	Proponent(s) must submit Reference Model 0 Working Draft text and Reference Software, subject to possible technology merge procedure.



The following steps are envisioned for the standardization of the new technology:
· All proposals shall be prepared in accordance with the requirements set forth in this document and in [3].
· All proposals shall be evaluated using the procedure described in [3]. An important component of the evaluation process will be a subjective listening test to assess the quality of items coded by the proposed technology. 
· It is anticipated that at the 105th MPEG meeting, the Phase 1 submitted technologies will be evaluated according to [3]. All submitted information will be considered and selection of a Reference Model 0 technology will be by the consensus of the Audio Subgroup. 
· It is expected that at the 106th MPEG meeting, the proponent(s) of the technology designated as Reference Model 0 will submit a detailed technical description, bitstream syntax and decoding semantics and reference source code for the encoding and decoding process. Source code shall be in C++ or ANSI-C with C++ compatible header files. A decoder compiled from the source code shall decode the proponent submitted bitstreams and produce the associated proponent submitted waveforms. 
· After RM0 technology technical description and source code is available, a collaborative phase will start that aims to improve upon RM0 technology using the MPEG 3D Audio Core Experiment Methodology [5]. However, the CEs will not address the requirements of Phase 2 of this Call until Phase 2 technology has been selected. 
· At the 108th MPEG meeting, the Phase 2 submitted technologies will be evaluated according to [3]. All submitted information will be considered and selection of Phase 2 technology will be by the consensus of the Audio Subgroup. 
· At the 109th MPEG meeting, the proponent(s) of the selected Phase 2 technology will provide documentation based on extending the current RM, as technical description that provides additional bitstream syntax and decoding semantics and reference source code for the encoding and decoding process. Source code shall be in C++ or ANSI-C with C++ compatible header files. The integration requirements shall be as specified in [5]. 
· Prior to the conclusion of the standardization process, WG11 will conduct a formal verification test and generate a report that characterizes the performance of the technology.
[bookmark: _Toc220647737]Envisioned Standard
It is envisioned that the final 3D Audio standard 
· Shall support channel-based inputs.
· Shall support object-based inputs.
· May support HOA inputs.
· Should have a unified architecture to the greatest extent possible.
· Should re-use existing MPEG technology whenever possible. Alternate technology can be used if it provides performance substantially better than MPEG technology or provides functionality not possible with MPEG technology or with a simple extension to MPEG technology.
[bookmark: _Toc220647738]Phase 1
[bookmark: _Toc220647739]Register
Register by April 12, 2013 an intention to participate in the Call. Registering intent is not binding and registered parties are not required to submit proposals. However, parties that do not register will not be able to submit proposals. Register by sending an email to Schuyler Quackenbush (Chairman of the MPEG Audio Subgroup, srq@audioresearchlabs.com). Email should indicate 
· Company name
· Contact name and contact email address
· Whether the intent is to submit for Phase 1 or Phase 2 or both.
· Whether the intent is to submit technology that will process Set 1 (Channel/Object) or Set 2 (HOA) inputs or both.

After registration, the proponent will receive a “ProponentID” for use in submission of coded materials.
[bookmark: _Toc220647740]Get test items
The test items used in the evaluation process shall be made available in a format as defined in [4]. Test items are divided into two sets: Set 1 and Set 2. The items are described in the following table and are listed in Annex 4. 

	Test Set
	Description

	Set 1
	A representative set of channel-based, object-based or a combination of channel-based and object-based signals. Channel-based signals use per-loudspeaker PCM representation. Object-based signals use PCM representation with associated positional (azimuth, elevation and distance) metadata.

	Set 2
	A representative set of Higher Order Ambisonics (HOA) signals.



To initiate a process to gain access to the test items, proponents should send email to Dr. Schuyler Quackenbush, srq@audioresearchlabs.com. It is expected that proponents companies may have to execute agreements with content-provider companies as part of this process.

Note that items that are channel and object, object, and HOA have associated reference renderings to 22.2 channel-based representations. These may be used as equivalent test items for encoders that wish to use only channel-based inputs in Phase 1 or Phase 2. 
[bookmark: _Toc220647741]Submit Coded Materials
Submit by May 31, 2013 the following: the compressed representation and corresponding decoded sound files (*.wav) for the signal files associated with one or both of Set 1 and Set 2 test items for each test in the Phase 1 subjective evaluation. The compressed representation can be a unique file format or can be an MP4 file format or a combination of both. If MP4 file format is used, please indicate the MP4 file format overhead. Total bitrate of the compressed representation shall be calculated as (total information bits for test item)/(test item duration), where for the MP4 file case, information bits do not include overhead bits. The decoded sound files shall conform to the channel-based format defined in [4] and be time-aligned within 1 sample relative to the reference or reference rendering. The specifics of naming the submitted files are defined in [3].
[bookmark: _Toc220647742]Subjective Tests
Overview
The timeline and procedures for conducting the subjective tests that compare the performance of proposed technology is given in [4]. When presentation is via loudspeakers, the loudspeaker configuration shown in Annex 3 shall be used. Channel-based items that have fewer channels than 22.2 shall be presented using the appropriate subset of the set of loudspeakers, as indicated in Annex 3 (“Input Formats” column). Test items have a file naming convention that indicates which mono signal file is associated with which loudspeaker (see [4]).

The performance of submissions to Phase 1 of this Call will be evaluated using four subjective listening tests. 

Tests 1.1
This subjective test is meant to assess the performance of submitted technology over a range of bitrates when used in the Home Theater application scenario and in which loudspeakers are used to present the audio program. 

Test 1.1-C
	Test Methodology
	MUSHRA

	Presentation
	Loudspeakers, as in Annex 3

	Reference
	The PCM original item is the rendered reference

	Listening Position
	Sweet Spot

	Test Items
	The 8 channel-based items of Set 1, CO_1 through CO_8

	Bit Rates
	The Target_Bitrate bit rates shall be the following:
1.2 Mb/s
512 kb/s
256 kb/s
Channel-based items shall be coded with a bitrate of Target_Bitrate * C_Factor, 
where C_Factor is defined in Annex 4.

	Restrictions
	None

	Requirements addressed
	High Quality
Localization and Envelopment



Test 1.1-CO
	Test Methodology
	MUSHRA

	Presentation
	Loudspeakers, as in Annex 3

	Reference
	The PCM original item is the rendered reference for channel-based components.
For object-based components, the reference is created using the object metadata and VBAP [3].

	Listening Position
	Sweet Spot

	Test Items
	The 4 items of Set 1 containing objects, CO_9 through CO_12

	Bit Rates
	1.2 Mb/s
512 kb/s
256 kb/s

	Requirements addressed
	High Quality
Localization and Envelopment



Test 1.1-HOA
	Test Methodology
	MUSHRA

	Presentation
	Loudspeakers, as in Annex 3

	Reference
	The reference rendering to 22.2 channels, as supplied by the content provider and described in [3]

	Listening Position
	Sweet Spot

	Test Items
	The 12 items in Set 2

	Bit Rates
	1.2 Mb/s
512 kb/s
256 kb/s

	Requirements addressed
	High Quality
Localization and Envelopment



Tests 1.2
This subjective test is meant to assess the performance of submitted technology over a range of bitrates when used in the Home Theater application scenario and presented using loudspeakers and when the listener sits at “alternate” locations (i.e. other than the “sweet spot”).

Test 1.2-C
	Test Methodology
	MUSHRA

	Presentation
	Loudspeakers, as in Annex 3

	Reference
	The PCM original item is the rendered reference

	Listening Position
	Four “off-sweet-spot” positions shall be assessed: FL, FR, BL, BR as defined in Annex 5

	Test Items
	The 8 channel-based items of Set 1, CO_1 through CO_8

	Bit Rates
	512 kb/s

	Restrictions
	Shall use the same proponent decoded waveforms as in Test 1.1-C

	Requirements addressed
	High Quality
Localization and Envelopment



Test 1.2-CO
	Test Methodology
	“MUSHRA” but without open reference

	Presentation
	Loudspeakers, as in Annex 3

	Reference
	The PCM original item is the rendered reference for channel-based components.
For object-based components, the reference is created using the object metadata and VBAP [3].

	Listening Position
	Four “off-sweet-spot” positions shall be assessed: FL, FR, BL, BR as defined in Annex 5

	Test Items
	The 4 items of Set 1containing objects, CO_9 through CO_12

	Bit Rates
	512 kb/s

	Restrictions
	Shall use the same proponent decoded waveforms as in Test 1.1-CO

	Requirements addressed
	High Quality
Localization and Envelopment



Test 1.2-HOA
	Test Methodology
	“MUSHRA” but without open reference

	Presentation
	Loudspeakers, as in Annex 3

	Reference
	The reference rendering 22.2 channels, as supplied by the content provider

	Listening Position
	Four “off-sweet-spot” positions shall be assessed: FL, FR, BL, BR as defined in Annex 5

	Test Items
	The 12 items in Set 2

	Bit Rates
	512 kb/s

	Restrictions
	Shall use the same proponent decoded waveforms as in Test 1.1-HOA

	Requirements addressed
	High Quality
Localization and Envelopment



Tests 1.3
This subjective test is meant to assess the performance of submitted technology when presenting using headphones. This applies to all use case scenarios.

Test 1.3-C-CO
	Test Methodology
	MUSHRA

	Presentation
	Headphones

	Reference
	If only channel-based, then reference is the PCM original item processed with the LR-BRIR of the room in which the subject is listening.
If items contain objects, the objects are rendered to 22.2 channels and then processed with the LR-BRIR of the room in which the subject is listening.

	Listening Position
	N/A

	Test Items
	The 12 items of Set 1

	Bit Rates
	512 kb/s

	Restrictions
	Shall use the same proponent bitstreams as in Test 1.1-C and Test 1.1-CO

	Notes
	Difference in loudness of system under test shall be scored as an impairment.

	Requirements addressed
	High Quality
Localization and Envelopment



Test 1.3-HOA
	Test Methodology
	MUSHRA

	Presentation
	Headphones

	Reference
	The reference rendering of the HOA items to 22.2 channels is processed with the LR-BRIR of the room in which the subject is listening.

	Listening Position
	N/A

	Test Items
	The 12 items in Set 2

	Bit Rates
	512 kb/s

	Restrictions
	Shall use the same proponent bitstreams as in Test 1.1-HOA

	Notes
	Difference in loudness of system under test shall be scored as an impairment.

	Requirements addressed
	High Quality
Localization and Envelopment



Tests 1.4
This subjective test is meant to assess the performance of submitted technology when operating at a fixed bitrate and presenting the audio items via a range of loudspeaker configurations, as might be found in many real-world Home Theater settings. 

Test 1.4-C
	Test Methodology
	MUSHRA

	Presentation
	Loudspeakers, as in Annex 3. 
Reference shall be played to the 22.2 configuration.
Systems under test shall play to a smaller loudspeaker configuration as shown below and defined in Annex 3. The Rand() function is defined in Annex 6. Metadata on exact loudspeaker position (in spherical coordinates) shall be supplied as input to proponent the decoder.
Sub-Test A: 10.1 and Rand(10)
Sub-Test B: 5.1 and Rand(5)
Sub-Test C: 8.1

	Reference
	The PCM original item is the rendered reference

	Listening Position
	Sweet Spot

	Test Items
	The 8 channel-based items of Set 1, CO_1 through CO_8

	Bit Rates
	512 kb/s

	Restrictions
	Shall use the same proponent bitstreams as in Test 1.1-C

	Requirements addressed
	High Quality
Localization and Envelopment
Rendering on Setups with Fewer Loudspeakers
Flexible Loudspeaker Placement



Test 1.4-CO
	Test Methodology
	MUSHRA

	Presentation
	Same as in Test 1.4-C

	Reference
	The PCM original item is the rendered reference for channel-based components.
For object-based components, the reference is created using the object metadata and VBAP [3].

	Listening Position
	Sweet Spot

	Test Items
	The 4 items of Set 1containing objects, CO_9 through CO_12

	Bit Rates
	512 kb/s

	Restrictions
	Shall use the same proponent bitstreams as in Test 1.1-CO

	Requirements addressed
	High Quality
Localization and Envelopment
Rendering on Setups with Fewer Loudspeakers
Flexible Loudspeaker Placement



Test 1.4-HOA
	Test Methodology
	MUSHRA

	Presentation
	Same as in Test 1.4-C

	Reference
	The reference rendering 22.2 channels, as supplied by the content provider

	Listening Position
	Sweet Spot

	Test Items
	The 12 items in Set 2

	Bit Rates
	512 kb/s

	Restrictions
	Shall use the same proponent bitstreams as in Test 1.1-HOA

	Requirements addressed
	High Quality
Localization and Envelopment
Rendering on Setups with Fewer Loudspeakers
Flexible Loudspeaker Placement 


[bookmark: _Toc220647743]Submit Documentation
Submit as contributions to the 105th MPEG meeting:
· A written description of the technology having sufficient detail to permit technical discussions.  
· Evidence of the performance of the technology, as outlined in [3].

All proponents shall submit a written description. Proponents that are MPEG members shall register these documents as contributions to the 105th MPEG meeting and send title and author information to Schuyler Quackenbush prior to the close of contribution upload. Proponents that are not MPEG members shall email the documents to Schuyler Quackenbush prior to July 19, 2013, so that he can register and upload them as contributions. The documents should be written in Microsoft Word.

The results of the subjective Tests 1.1 through 1.4 will be available as a contribution to the 105th MPEG meeting.
[bookmark: _Toc220647744]Participate in Evaluation and Selection
Attend the 105th MPEG meeting (details on meeting location and date will be communicated via email to parties that are not MPEG members). It is strongly urged that experts familiar with the proposed technology attend in order to allow discussions on details of the proposals. 

Submissions shall be evaluated, taking into account all submitted information including subjective listening test results. Based on this information, if there is a single submission that is best for both Test Set 1 and Test Set 2, then it is the RM0 technology. 

Otherwise, the submission that is best for Test Set 1 will be selected as the RM0-CO technology and the submission that is best for Test Set 2 will be selected as the RM0-HOA technology. If RM0-CO and RM0-HOA can be merged prior to the 106th meeting, then this will be RM0. Otherwise, subsequent Core Experiments will be used to arrive at an integrated architecture if the Audio subgroup agrees that it is technically appropriate. In this document, the term RM0 shall encompass RM0-CO and RM0-HOA.

As contributions to the 106th MPEG meeting, proponents of selected technology (RM0 or RM0-CO and RM0-HOA) submit:
· Full source code for conformant encoder and normative decoder, according to [5].
· Written description as bitstream syntax, decoding semantics and decoding description 
[bookmark: _Toc220647745]Core Experiments
[bookmark: _Toc220647746]Core Experiments
The RM0 technology shall be the basis for subsequent core experiments. Core Experiments (CE) will be conducted according to [5]. It is envisioned that the CE process will use a single set of test items and this will be determined prior to the start of the CE phase of standardization.

CEs will not address Phase 2 requirements, as indicated by Phase 2 bit rates and presentation method (i.e. Loudspeakers), until the conclusion of Phase 2.
[bookmark: _Toc220647747]Phase 2
[bookmark: _Toc220647748]Overview
Phase 2 of the Call will begin subsequent to the 106th MPEG meeting. Since WG11 desires a unified architecture to the greatest extent possible, Phase 2 can be viewed as a Core Experiment with multiple proponents and a specified timetable and subjective tests of performance.

	MPEG Meeting / Date
	Action

	Prior to April 12, 2013
	Proponents must register intention to participate in Phase 2 of the Call

	106th meeting
	Issue Workplan for Subjective Tests for 3D Audio Phase 2

	February 21, 2014
	Proponent processed test items due

	Prior to 108th meeting
	Conduct evaluation listening tests

	Contribution to 108th meeting
	Proponent written documentation due

	108th meeting
	Selection of Phase 2 technology

	109th meeting
	Selected Phase 2 technology written specification incorporated into Working Draft text and source code integrated into Reference Software.



Proponents shall register intent to participate in Phase 2 of the Call. Register by sending an email to Schuyler Quackenbush (Chairman of the MPEG Audio Subgroup, srq@audioresearchlabs.com). Registering intent is not binding and registered parties are not required to submit proposals. However, parties that do not register will not be able to submit proposals. Email should indicate 
· Company name
· Contact name and contact email address
· Whether the intent is to submit technology that will process Set 1 (Channel/Object) or Set 2 (HOA) inputs or both.

The performance of submissions to Phase 2 of this Call will be evaluated using the following subjective listening test. 

Tests 2
This subjective test is meant to assess the performance of submitted technology over the range of bitrates, in which loudspeakers are used to present the audio program.

Test 2-C
	Test Methodology
	MUSHRA

	Presentation
	Loudspeakers, as in Annex 3

	Reference
	The PCM original item is the rendered reference

	Listening Position
	Sweet Spot

	Test Items
	The 8 channel-based items of Set 1, CO_1 through CO_8

	Bit Rates
	The bitrates shall be the following
128 kb/s
96 kb/s
64 kb/s
48 kb/s

	[bookmark: _GoBack]Requirements addressed
	High Quality
Localization and Envelopment



Test 2-CO
	Test Methodology
	MUSHRA

	Presentation
	Loudspeakers, as in Annex 3

	Reference
	The PCM original item is the rendered reference for channel-based components.
For object-based components, the reference is created using the object metadata and VBAP [3].

	Listening Position
	Sweet Spot

	Test Items
	The 4 items of Set 1containing objects, CO_9 through CO_12

	Bit Rates
	The bitrates shall be the following
128 kb/s
96 kb/s
64 kb/s
48 kb/s

	Requirements addressed
	High Quality
Localization and Envelopment



Test 2-HOA
	Test Methodology
	MUSHRA

	Presentation
	Loudspeakers, as in Annex 3

	Reference
	The reference rendering to 22.2 channels, as supplied by the content provider and described in [3]

	Listening Position
	Sweet Spot

	Test Items
	The 12 items in Set 2

	Bit Rates
	The bitrates shall be the following
128 kb/s
96 kb/s
64 kb/s
48 kb/s

	Requirements addressed
	High Quality
Localization and Envelopment


[bookmark: _Toc220647749]Submit Documentation
As with Phase 1, Phase 2 proponents must submit as contributions to the 108th MPEG meeting:
· A written description of the technology having sufficient detail to permit technical discussions.  
· Evidence of the performance of the technology, as outlined in [3].

The results of the subjective tests 2 will be available as a contribution to that MPEG meeting.
[bookmark: _Toc220647750]Participate in Evaluation and Selection
As with Phase 1, proponents of Phase 2 technology should attend the 108th MPEG meeting and be prepared to discuss details of their proposals. 

Submissions shall be evaluated, taking into account all submitted information including subjective listening test results. Based on this information, the selected technology will be integrated into the current RM according to [5]. 
[bookmark: _Toc220647751]Prior to CD stage of standard
[bookmark: _Toc220647752]Verification Tests
The performance of the new technology shall be measured via a formal subjective test, to be carried out prior to the Committee Draft stage of the standardization process. An acceptable level of performance, as judged by the consensus of the MPEG Audio subgroup, must be achieved in order for the technology to progress in the standardization process.
[bookmark: _Toc220647753]Further information
For any questions related to this Call for Proposals or associated evaluation procedures please contact:
Dr. Schuyler Quackenbush
Audio Research Labs
336 Park Ave, Suite 200
Scotch Plains, NJ 07076
Phone: +1 908 490 0700      
email: srq@audioresearchlabs.com
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[bookmark: _Toc220647755]ANNEX 1 – Requirements

The MPEG-H 3D Audio standard shall fulfill all Primary Requirements. Favorable consideration will be given to technology that additionally fulfills Secondary Requirements. 

Primary Requirements:
· High quality: For high-quality applications, the quality of decoded sound shall scale up to be perceptually transparent with increasing bit rate. 
· Localization and Envelopment: Accurate sound localization shall be supported and the sense of sound envelopment shall be very high within a targeted listening area. Perceived audio sound source distance shall be supported as a part of sound localization.
· Rendering on setups with fewer loudspeakers: the bitstream/compressed representation shall support decoding/rendering with a lower number of loudspeakers than are present in the loudspeaker setup used for the reference rendering of the program material. The decoded/rendered output signal shall have highest possible subjective quality relative to the reference rendering.
· Flexible Loudspeaker Placement: the bitstream/compressed representation shall be able to be decoded and rendered to a setup in which loudspeakers are in alternate (i.e. non-standard) positions and possibly fewer positions while providing highest possible subjective quality.
· Latency: technology shall have sufficiently low latency to be able to support live broadcasts (e.g. live sporting events). One-way algorithmic latency shall not exceed 1 second.
· Audio program inputs to envisioned 3D Audio standard:
· Shall accept channel-based PCM signals of at least 22 full-bandwidth channels and 2 LFE channels (i.e. 22.2) that are configured to directly feed reproduction loudspeakers. 
· May accept discrete audio objects as PCM signals with associated rendering/position/scene information.
· May accept PCM signals that use Higher Order Ambisonics representation.
· Rendering for Headphone Listening
· The standard shall be able to do binaural rendering for headphones. 
· HRTF Personalization: Decoder shall support a normative format for reading in a user-specified Head-Related Transfer Function (HRTF) for spatialization, e.g. for headphone listening. 

Secondary Requirements
· Computational complexity should be appropriate for the target application scenario. For example, for broadcasting it is appropriate that decoder/rendering have low computational complexity, while encoder complexity is not critical.
· Interactivity: Interactive modification of the sound scene rendered from the coded representation, e.g. by control of audio objects prior to rendering, may be supported for use in personal interactive applications.
[bookmark: _Ref200769738][bookmark: _Toc220647756]
ANNEX 2 - Application Scenarios
The following are most important MPEG-H 3D Audio application scenarios. 

Main Scenarios

Home Theater – It is envisioned that MPEG-H visual displays will be 2 meters wide with 8k x 4k resolution. At typical viewing distances, such a display would subtend as much as 100 degrees, giving a very immersive visual field. The audio presentation must be equally immersive, involving many loudspeakers (e.g. from 10 to more than 20) surrounding the listener and placed below, at and above ear-level. Such an audio-visual presentation should be able to tightly link sound cues to visual cues. In addition to loudspeaker listening, headphone listening should be possible while still conveying the same sense of envelopment and sound localization.

Personal TV – High-resolution video displays are becoming ever more inexpensive, such that one could envision that everyone has their own “Personal Home Theater” system. However, unlike conventional home theater, these new displays would be both high-resolution and relatively small in size, such that they are “tabletop” or even “laptop” configurations. Despite their small size, such displays might be associated with many loudspeakers (e.g. along one, two or all edges of the visual display). Listening via headphones also must be considered. 

TV for SmartPhone – Handheld “smartphone” devices are becoming more and more capable and are playing an ever more important role in user’s lives. Viewing video is common on smartphones and so MPEG-H 3D Audio content should be available on smartphones. This may require that 3D Audio encoding/decoding systems be able to operate at low bitrates appropriate for efficient transmission over a cellular channel. Decoders may need to be lower complexity in order to deliver sufficient viewing/listening time between battery charges. Although headphone would be the typical listening device, it is conceivable that more than two speakers may be built into the smartphone device. 

Multi-channel Audio Programs – It should be obvious that the home theater setting could also be used for audio-only program listening. In this case there is no visual image and visual/audio consistency is not an issue. However, the sense of envelopment and accurate sonic localization remain important. In addition, multi-channel audio programs can have an important role in listening in the automobile. In all cases, audio programs could be streamed, downloaded for listening from local storage, or stored on pre-recorded media.

In all application scenarios, 3D sound systems are able to realize a significantly enhanced sound experience relative to current widespread 5.1 channel audio programs and playback systems. Such 3D sound systems will become more common in the next decade. These systems demand high quality audio coding and error-free transmission in order to keep the timbre, sound localization and sound envelopment of the original audio program. Presentation over headphones with suitable spatialization must also be considered.

For all scenarios, there will be a need to compress a multi-channel audio program (e.g. 22.2 channel program) and to render it to the native target number of loudspeakers. Most likely, not every user will have a 22.2 channel listening setup. In order to reach a wide market, the transmitted 22.2 channel program must be able to be downmixed to a lower hierarchy of loudspeakers, for example 10.1 or 8.1 channels. In addition, all scenarios must support a level of random access to facilitate broadcast break-in, and “trick modes” such as fast forward when playing from stored media.

Additional Scenarios

The following application scenarios are of interest only if they can be realized using the same architecture as is employed for the main application scenarios. 

3D Video – This entails multi-view displays in which views change with viewing angle. For audio, different view location might be associated with different sound fields. The audio experience will be consistent with the visual display.

Telepresence Room – This provides immersive video conferencing. The system must have low latency, such that real-time communications is easy, comfortable and efficient. The audio coding system should have a latency that is comparable to the video coding system. Obviously, the audio coding systems must be able to run in real time.

Cloud-based Gaming – Gaming applications could run in the same environments as home theater, but additionally must have low-latency audio (and video) and low-latency control back to the gaming engine. In the case of multi-user games where voice communication between players is important, there should be the capability of a low-latency voice communication channel, although the 3D Audio specification need not provide the voice compression technology, but only provide the facility for low-latency carriage of the compressed voice signal. 

Broadcast of Sport Events – A broadcast of a sports event usually includes several groups of audio content, e.g. commentary, court, and audience. The transmission of the 3D audio content should be possible in a way that these groups of audio data are available independently from each other to enable modification of the level balance between these groups as to the preference of the listener. A suitable level range supported for modification might be +/-12 dB per audio group.

Multi-Language Content – Audio content used in international versions often is available with original and dubbed dialog. Such kind of content should be represented in a way that efficient selection of languages is possible without retransmission of the whole content and also that the dialog from a talker can be appropriately localized in the sound scene.

Karaoke – Music content with vocals can be used for karaoke scenarios if the vocals are available separately from the instrumental audio. The audio coding and rendering could be possible in a way to exclude or adjust the level of vocal objects.

Virtual Concert Hall – For object-based content, the position of each sound object that is part of the music mix is available. This enables the movement or change of orientation of the listener position. A listener therefore can change where he is seated within the virtual sound scene. The technology should support this kind of listener position modification as a special implementation of interactivity.
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Table 1 - Loudspeaker positions and tolerances for the different test setups: M middle, U upper, T top and L lower layer. Output Formats indicate a loudspeaker configuration; Input Formats indicate the loudspeaker positions for playback of channel-based test items. 

	
	
	
	
	
	
	Output Formats
	Input Formats

	No.
	LS
Label
	Az °
	Az. 
Tol. °
	El. °
	El.
Tol. °
	O-5.1 
	O-8.1
	O-10.1 
	O-22.2[footnoteRef:1]  [1:  The purpose of this 22.2 loudspeaker arrangement is limited to the evaluation of coded sound in MPEG-H 3D Audio.] 

	I-8.1
	I-9.1
	I-11.1
	I-22.2

	1
	M+000
	0
	2
	0
	2
	X
	
	X
	X
	
	X
	X
	X

	2
	M+030
	30
	2
	0
	2
	X
	X
	X
	X
	X
	X
	X
	X

	3
	M-030
	-30
	2
	0
	2
	X
	X
	X
	X
	X
	X
	X
	X

	4
	M+060
	60
	2
	0
	2
	
	
	
	X
	
	
	
	X

	5
	M-060
	-60
	2
	0
	2
	
	
	
	X
	
	
	
	X

	6
	M+090
	90
	5
	0
	2
	
	
	
	X
	
	
	
	X

	7
	M-090
	-90
	5
	0
	2
	
	
	
	X
	
	
	
	X

	8
	M+110
	110
	5
	0
	2
	X
	X
	X
	
	X
	X
	X
	

	9
	M-110
	-110
	5
	0
	2
	X
	X
	X
	
	X
	X
	X
	

	10
	M+135
	135
	5
	0
	2
	
	
	
	X
	
	
	
	X

	11
	M-135
	-135
	5
	0
	2
	
	
	
	X
	
	
	
	X

	12
	M+180
	180
	5
	0
	2
	
	
	
	X
	
	
	
	X

	13
	U+000
	0
	2
	35
	10
	
	X
	
	X
	
	
	X
	X

	14
	U+045
	45
	5
	35
	10
	
	
	
	X
	
	
	
	X

	15
	U-045
	-45
	5
	35
	10
	
	
	
	X
	
	
	
	X

	 16
	U+030
	30
	5
	35
	10
	
	X
	X
	
	X
	X
	X
	

	 17
	U-030
	-30
	5
	35
	10
	
	X
	X
	
	X
	X
	X
	

	18
	U+090
	90
	5
	35
	10
	
	
	
	X
	
	
	
	X

	19
	U-090
	-90
	5
	35
	10
	
	
	
	X
	
	
	
	X

	20
	U+110
	110
	5
	35
	10
	
	
	X
	
	X
	X
	X
	

	21
	U-110
	-110
	5
	35
	10
	
	
	X
	
	X
	X
	X
	

	22
	U+135
	135
	5
	35
	10
	
	
	
	X
	
	
	
	X

	23
	U-135
	-135
	5
	35
	10
	
	
	
	X
	
	
	
	X

	24
	U+180
	180
	5
	35
	10
	
	
	
	X
	
	
	
	X

	25
	T+000
	0
	2
	90
	10
	
	
	X
	X
	
	
	X
	X

	26
	L+000
	0
	2
	-15
	+5-25
	
	X
	
	X
	
	
	
	X

	27
	L+045
	45
	5
	-15
	+5-25
	
	
	
	X
	
	
	
	X

	28
	L-045
	-45
	5
	-15
	+5-25
	
	
	
	X
	
	
	
	X

	29
	LFE1
	 45
	15
	-15
	15
	X 
	X
	X
	X
	X
	X
	X
	X

	30
	LFE2
	-45
	15
	-15
	15
	
	
	
	X
	
	
	
	X
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Table 2 – Set 1: Channel and Object Test Material
	Label
	Name
	Duration
(sec)
	No. Channels
	No. Objects
	C_Factor

	CO_01
	CO_01_Church
	16
	22.2
	 
	1.00

	CO_02
	CO_02_OMensch
	28
	22.2
	 
	1.00

	CO_03
	CO_03_SLNiseko
	19
	22.2
	 
	1.00

	CO_04
	CO_04_Fountain_Music_3D
	20
	14.0
	 
	0.82

	CO_05
	CO_05_BarcoTR
	22
	11.1
	 
	0.75

	CO_06
	CO_06_ClarinetConcerto
	24
	9.0
	 
	0.70

	CO_07
	CO_07_Musikverein1
	25
	9.0
	 
	0.70

	CO_08
	CO_08_Musikverein2
	28
	9.0
	 
	0.70

	CO_09
	CO_09_Rain
	21
	22.2
	1
	1.00

	CO_10
	CO_10_Music
	21
	22.2
	6
	1.00

	CO_11
	CO_11_Betty3
	10
	 
	38
	1.00

	CO_12
	CO_12_Mechanism4
	9
	 
	31
	1.00




Table 3 – Set 2: Higher Order Ambisonics Test Material
	Label
	Name
	Duration
(sec)
	HOA Order

	H_01
	H_01_SynthBumbleBee
	20
	6

	H_02
	H_02_Drums1
	10
	4

	H_03
	H_03_Modern
	12
	4

	H_04
	H_04_Stadium2
	21
	4

	H_05
	H_05_Water
	20
	4

	H_06
	H_06_Helicopter
	20
	4

	H_07
	H_07_Vocal1
	20
	4

	H_08
	H_08_BeginningOfAConcert
	20
	4

	H_09
	H_09_ModernElectronicMusic
	20
	4

	H_10
	H_10_Orchestra2
	20
	4

	H_11
	H_11_ShoutingAudience
	20
	4

	H_12
	H_12_Radio2
	18
	3
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The figure shows the mid-level loudspeaker layout, the sweet spot and the four off-sweet-spot listening positions.

	Label
	Position

	Open circle
	Sweet spot

	FL
	Front Left position

	FR
	Front Right position

	BL
	Back Left position

	BR
	Back Right position


[image: ]



[bookmark: _Toc220647760]ANNEX 6 – Loudspeaker Rand() function

The rand(x) function randomly selects x speaker locations that represent realistic configurations. It e.g. excludes configurations where all the loudspeakers are on one side.
The locations are chosen randomly amongst a predefined set in order to reflect realistic and practical configurations. For two speakers in this set out of the middle layer,
· the azimuth location is adjusted to get to a random angle that lies in between the neighboring speakers,
· the distance is randomly adjusted to a value between xx B to yy B [xx and yy t.b.d.]
The two adjusted locations are to be realized by means of two additional speakers
 
The host labs will not compensate for the radii change of the two additional speakers.
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