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Introduction
This part of ISO/IEC 14496 defines a storage format based on, and compatible with, the ISO Base Media File Format (ISO/IEC 14496-12 and ISO/IEC 15444-12), which is used by the MP4 file format (ISO/IEC 14496-14) and the Motion JPEG 2000 file format (ISO/IEC 15444-3) among others. This part of ISO/IEC 14496 enables timed text and subtitle streams to

· be used in conjunction with other media streams, such as audio or video,

· be used in an MPEG-4 systems environment, if desired,

· be formatted for delivery by a streaming server, using hint tracks, and

· inherit all the use cases and features of the ISO Base Media File Format on which MP4 and MJ2 are based.

The International Organization for Standardization (ISO) and International Electrotechnical Commission (IEC) draw attention to the fact that it is claimed that compliance with this document may involve the use of a patent.

The ISO and IEC take no position concerning the evidence, validity and scope of this patent right.

The holder of this patent right has assured the ISO and IEC that he is willing to negotiate licences under reasonable and non-discriminatory terms and conditions with applicants throughout the world. In this respect, the statement of the holder of this patent right is registered with the ISO and IEC. Information may be obtained from the companies listed in Annex A.

Attention is drawn to the possibility that some of the elements of this document may be the subject of patent rights other than those identified in Annex A. ISO and IEC shall not be held responsible for identifying any or all such patent rights.
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1  Scope

This part of ISO/IEC 14496 describes the carriage of some forms of timed text and subtitle streams in files based on ISO/IEC 14496-12 The ISO base media file format. The documentation of these forms does not preclude other definition of carriage of timed text or sub-titles; see, for example, 3GPP Timed Text (3GPP TS 26.245).
2 Normative references

The following referenced documents are indispensable for the application of this document. For dated references, only the edition cited applies. For undated references, the latest edition of the referenced document (including any amendments) applies.

W3C Recommendation, Timed Text Markup Language 1.0, http://www.w3.org/TR/ttaf1-dfxp/
SMPTE ST 2052-1:2010 Timed Text Format (SMPTE-TT)
ISO/IEC 14496-12, Information technology — Coding of audio-visual objects — Part 12: ISO base media file format
)
W3C WebVTT – A Living Standard, http://dev.w3.org/html5/webvtt/

3GPP TS 26.245, Transparent end-to-end Packet switched Streaming Service (PSS); Timed text format

3 Definitions

Terms and definitions

For the purposes of this document, the following terms and definitions apply.



Timed-text document
file-based representation of textual content, possibly XML, used to produce timed text streams and possibly representing timed-text track samples
Timed-text stream
stream of content, which when decoded results in textual content, possibly containing internal timing values, to be presented at a given presentation time and for a certain duration
Subtitle stream
timed-text stream potentially also presenting images
Internal timing value
value contained in a timed-text stream representing a time, e.g. a start time, an end time, or a duration, corresponding to a timed behaviour of a part or the whole of the text sample
Timed-text track

ISOBMFF representation of a timed-text stream

Subtitle track

ISOBMFF representation of a subtitle stream
Abbreviated terms

For the purposes of this International Standard, the following abbreviated terms apply.

TTML
Timed Text Markup Language
WebVTT
Web Video Text Tracks
ISOBMFF
ISO Base Media File Format
4 General Definitions

5 Layout
Unless specified by an embedding environment (e.g. an HTML page), the track layout information defined in this subclause shall be used to overlay the track content on top of a video; otherwise, it may be ignored by the embedding environment. 
The default coordinate system used by a subtitle or timed text track should correspond to the width and height of the video it is intended to overlay, even if the video is not stored in an ISOBMFF file or stored as a track in a different ISOBMFF file; that is, the timed text or subtitle track has the same width and height as the underlying video, and no translation. However, the region positioning as defined for 3GPP Timed Text tracks may be used (see 3GPP TS 26.245, section 5.7).

For some timed-text documents, the region thus defined corresponds to the viewport filled by the rendering of the timed-text documents.

Visually composed tracks including video, subtitle, and timed text are layered using the ‘layer’ value in the track header box.  This compares, for example, to z-index in CSS
.  
More negative layer values are towards the viewer.  Timed text and subtitle tracks are normally layered closer to the viewer than the video.

Timing

This subclause defines common behaviors for processing of timed text or subtitle samples.

The carriage of timed text and subtitles tracks in ISOBMFF assumes that samples in a track do not overlap in time. 

If the specific format uses internal timing values, then the subclauses defining the storage of that format in the ISOBMFF (see subclauses 5 and 6) specify how these values relate to the track time or to the sample decode or composition time. For instance, start or end times may be relative to the start of the sample, or the start of the track. For formats which do not use internal timing values, it is assumed that the text content of the sample is processed at the sample decode and composition times and that no timed behaviour is applied during the sample duration.

For sections of the track timeline that have no associated subtitles or timed text content, the following subclauses define ‘empty’ samples according to each format. Samples with a size of zero are not used.
The timescale field in the media header box should be set appropriately to achieve the desired timing accuracy; it is recommended to be set to the value of the timescale field in the corresponding video track’s media header box.
6 Language

7 Timed-text tracks should be marked with a suitable language in the media header box. In the case where a single language occurs in the samples, it must match that declared language. The value ‘mul’ may be used for a multi-lingual text.
Resources shared by multiple samples

Common resources, such as images and fonts, that are referred to by URLs, may be stored as items in a MetaBox as defined by ISO/IEC 14496-12. These items may be addressed by using the item_name as a relative URL in the timed text sample, as defined by 8.11.9 of ISO/IEC 14496-12. 

Note – a derived specification, with its applicable brand, may restrict this use of meta boxes for common items.
8 Timed Text Markup Language (TTML)
Introduction

This subclause describes how documents based on TTML, as defined by the W3C, and derived specifications (for example SMPTE-TT), are carried in files based on the ISO base media file format.

Timing

The top-level internal timing values in the timed-text samples based on TTML express times on the track presentation time
line [edit list]
. For example, the begin and end attributes of the <body> element, if used are relative to the start of the track, not relative to the start of the sample. This is shown in the figure below, using W3C TTML syntax.


[image: image1.emf]00:00:00

01:30:00

00:30:00

01:00:00

ISO Subtitle Track Media Time

TT external time interval

<tt>

<body>

<div> <p begin=“00:01:00” end=“00:02:00”>1-2 minutes</p> </div>

</body>

</tt>

<tt>

<body>

<div> <p begin=“00:31:00” end=“00:32:00”>31-32 minutes</p> </div>

</body>

</tt>

Fragment 1 

= sample 1

Fragment 2 

= sample 2

Fragment 3 

= sample 3

<tt>

<body>

<div begin=“01:00:00” end=“01:30:00”>

<p begin=“00:01:00” end=“00:02:00”>61-62 minutes</p>

</div>

</body>

</tt>

No MP4 time 

gaps or overlaps




Figure 1. Relationship of Multiple Fragment Samples

No transport layer buffer or timing model is defined to guarantee that subtitle content can be read and processed in time to be synchronously presented with audio and video. It is assumed that users of this track format will define timed-text content profiles and hypothetical render models that will constrain content parameters so that compatible decoders may identify and decode those profiles for synchronous presentation.

The following document constraints may need to be specified to define a timed-text profile that will guarantee synchronous decoding of conforming content on conforming decoders:

· Maximum allowed document size

· Number of document buffers in the hypothetical render model

· Video overlay timing of the hypothetical render model

· Maximum total compressed image size in megabytes per sample

· Maximum total decoded image size in megapixels per sample

· Maximum decoded image dimensions 

· Maximum text rendering rate required by a document

· Maximum image rendering rate required by a document

· Maximum number of simultaneously displayed characters

· Maximum font size

· Maximum number of simultaneously displayed  images

Note that defining timed-text content profiles is outside the scope of this part of the standard, but providing a method to signal an externally defined timed-text profile in the subtitle sample description is possible using the sample entry description.



Track format

TTML streams shall be carried in subtitle tracks, and as a consequence according to ISOBMFF, the media handler type is ‘subt’, and they used a subtitle media header.
Additionally, the Track Header Box (‘tkhd’) fields shall be constrained as follows:


width shall be set to the value of the width of the TTML root container
height shall be set to the value of the height of the TTML root container




Sample entry format

TTML streams shall use the XMLSubtitleSampleEntry format. 
The namespace field shall be set to at least one unique namespace. It should be set to indicate the primary TTML-based namespace of the document, and should be set to all namespaces in use in the document (e.g. TTML + TTML-Styling + SMPTE-TT),
The schema_location field should be set to schema pathnames that uniquely identify the profile or constraint set of the namespaces included in the namespace field.
When sub-samples are present (see 5.5), then the auxiliary_mime_types field shall be set to the mime types used in the sub-samples – e.g. “image/png”.






Sample format

A TTML subtitle sample shall consist of an XML document, together with images and fonts referenced by the XML document. Every sample is therefore a sync sample in this format; hence, the sync sample table is not present.
Images, fonts and other media types are optional. All images and fonts referenced by an XML document shall be stored in the same subtitle sample as the document that references them. Images and fonts shall be stored contiguously following the XML document that references those images and fonts. The images should be stored in presentation time order.

When images and fonts are stored in a sample, the Track Fragment Box (‘traf’) shall contain a Sub-Sample Information Box (‘subs’) constrained as follows:

entry_count and sample_delta shall be set to 1 since each subtitle track fragment contains a single subtitle sample.

subsample_count shall be set to the number of images and fonts plus 1.

subsample_priority and discardable have no meaning; they shall be set to zero on encoding and may be ignored by decoders;
If sub-samples are used, the XML document shall be the first sub-sample entry. Each image or font the document references shall be defined as a subsequent sub-sample in the same table.  

The XML document shall reference each sub-sample object using a URN, as per RFC2141, of the form :

urn:<nid>:.....:<index>[.<ext>]
Where:

<nid> is the registered URN namespace ID per RFC 2141.

<index> is the sub-sample index “j” in the ‘subs’ referring to the object in question.

<ext> is an optional file extension -  e.g. “png”.

The first image in the sample will have a sub-sample index value of 1 in the ‘subs’ and that will be the index used to form the URI.

Reference the same object can be made multiple times within an XML document. In such cases, there will be only one sub-sample entry in the Sub-Sample Information Box for that object, and the URN‘s used to reference the object each time will be identical.
An example construction of the sample with images is shown in Figure 1. Note: the text in the images is just an example and not meant to constrain or imply anything about what is encoded in the images.
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<body>

<div smpte:backgroundImage=“urn…1”

begin=“00:01:00” end=“00:02:00”</>

<div smpte:backgroundImage=“urn…n”

begin=“00:01:00” end=“00:02:00”</>

</body>

</tt>

subtitle line 1 of text rendered as an bitmap image
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subtitle line n of text rendered as an bitmap image

Subtitle Fragment


Figure 1. Subtitle Fragment Sample Construction
Additional Considerations

The following additional considerations should be addressed by users of this carriage:

· Unicode character codes allowed

· Fonts and styles allowed

9 Web Video Text Tracks (WebVTT)

Introduction

This section defines how documents based on the WebVTT specification are carried in files based on the ISO base media file format.

Each WebVTT cue is de-constructed partly to make the parsing easier, and partly to emphasize that the textual timestamps one would normally find in a WebVTT file do not determine timing; the ISO file structures do. It also separates the text of the actual cue from the structural information that the WebVTT file carries (positioning, timing, and so on).
The presentation behaviour of a track must be the same as for a WebVTT file containing the equivalent text (as defined by the import and export processes below).

Timing

Each cue shall be presented at the time from the time-to-sample table, as mapped by the edit list (if any). These times in the time-to-sample table reflect all the cue start and end-times. When there is a gap between cues, that time shall be filled with a sample that explicitly indicates “nothing here”. Similarly, in the cases where two cues overlap, the earlier cue shall be repeated in the second sample, possibly as a continuation cue. All samples are therefore sync samples; the sync sample table is not used.

If there is internal timing value in a cue, the timestamps inside the ‘text’ box must be edited. All internal times within a sample are expressed relative to the presentation time of that sample. When a cue is present in two or more samples (because of overlap), the times in the second and subsequent samples may need to be negative. Negative timestamps start with a minus sign (this is an extension to the WebVTT parsing syntax, and text marked with such times would be already “:past” at the start of the sample).

<<ed: alternative is to supply a ‘base time’ box when the base time is not zero. comments welcome. this avoids editing the text>>



Track format

WebVTT streams shall be carried as timed text tracks, and as a consequence according to ISOBMFF, use the ‘text’ media handler type, and the associated media header, sample entry, and sample group base class.

Sample entry format

WebVTT streams shall use the WVTTSampleEntry format.
In the sample entry, a WebVTT configuration box must occur, carrying exactly the lines of the WebVTT file header, i.e. all text lines up to but excluding the first valid cue. Other boxes may be defined for the sample entry in future revisions of this specification (e.g. carrying optional CSS style sheets, font information, and so on).

class WebVTTConfigurationBox extends Box(‘vttc’) {

string
config;
}

class WVTTSampleEntry() extends PlainTextSampleEntry (‘wvtt’){

WebVTTConfigurationBox
config;

MPEG4BitRateBox (); 




// optional
}

Sample format

Each sample is either:

(a) exactly one ‘empty cue’ box (representing empty time) or 
(b) one or more cue and/or cue continuation boxes that share the same start time and end time, each containing the following boxes. Only the CuePayloadBox is mandatory, all others are optional. 
The cue and cue continuation boxes must be in presentation order, i.e. if imported from a WebVTT file, the cues in any given sample must be in the order they were in the WebVTT file.
It is recommended that the contents of the cue and cue continuation boxes occur in the following order, but the order is not mandatory:

a) a cue-identifier box (the optional line preceding the line containing the timestamps); if omitted, the cue has no identifier;

b) a settings box containing the text after the timestamp pair – the cue settings;

c) the mandatory payload box, containing the text lines of the cue.

When a cue is written into multiple samples, it must be represented in the first by a VTTCueBox and in the second and subsequent by a VTTContinuationCueBox. When reading a file, the presence of a VTTContinuationCueBox is a clue, if needed, that this cue may have already been presented to the user; the contents of the samples and boxes should be examined to verify this if a full determination is to be made (a continuation box without its prior VTTCueBox may exist after a file has been edited, for example).
In the CuePayloadBox there must be no blank lines in this text (but there may be multiple lines).
aligned(8) class VTTCueBox extends Box('vttc') {

CueIDBox 

cue_identifer;
 // optional

CueSettingsBox
cue_settings[]; // optional, cue settings

CuePayloadBox 
cue_text;

 // the cue payload lines
};

aligned(8) class VTTContinuationCueBox extends Box('vttx') {

CueIDBox 

cue_identifer;
 // optional

CueSettingsBox
cue_settings[]; // optional, cue settings

CuePayloadBox 
cue_text;

 // the cue payload lines
};
class CueIDBox extends Box(‘iden’) {

string
cue_id;
}

class CueSettingsBox extends Box(‘sttg’) {

string
settings;
// array of UTF-8 characters
}

class CuePayloadBox extends Box(‘payl’) {

string
cue_text;
}

aligned(8) class VTTEmptyCueBox extends Box('vtte') {

// currently no defined contents
};

Free space boxes and unrecognized boxes in the sample, or within the VTTCueBox, VTTContinuationCueBox or VTTEmptyCueBox may be present and should be ignored.




Converting to or from a WebVTT text file
Introduction

This subclause connects the box structure to the parsing process for a WebVTT file as defined in section 3 of the WebVTT specification.  Underlined terms here correspond to defined terms in that specification.
Importing a WebVTT file into the ISO base media file format
When importing, the WebVTT file must be parsed enough to determine and extract, for each cue:

1) the cue start time (and this sets the previous cue’s duration in the time-to-sample table);

2) the end-time and the start time of the next cue; if they differ, then an empty-time box, or splitting due to overlap, will be needed;

3) the cue-identifier line, if present;

4) the attributes on the timing line, which must be separated into boxes;

If the cue contains any internal timing, then those timestamps must be adjusted to be against the time of the beginning of the sample.
The initial part of the file, from the first characters (the string ‘WEBVTT’), up to but not including the first ‘two or more line terminators’ are placed into the WebVTTConfigurationBox.

The WebVTT Timing of each WebVTT Cue is then considered to form a set of samples that are contiguous and non-overlapping in time:
1) If the start time offset of the cue is later than the decoding time plus the decoding duration of the previous sample, then a VTTEmptyCueBox is used to fill the empty time;
2) If the start time offset of the cue is earlier than the decoding time plus the decoding duration of the previous sample, then the cues overlap, and the earlier cue is split into a VTTCueBox and one or more VTTContinuationCueBox(es), such that for every start time offset and end time offset, there is a sample start or end time.
Each split WebVTT Cue is then decomposed:

1) The WebVTT Cue Identifier, if it exists, is placed in a CueIDBox;

2) The WebVTT Cue Timings are removed, as they are now represented in the time to sample mapping of the file;

3) The WebVTT Cue Settings, if they exist, are placed into a CueSettingsBox;

4) The Cue Payload, without the following two or more line terminators, is placed into a CuePayload box.



Exporting a WebVTT file from the ISO base media file format

Care must be taken to calculate the start-time of a cue from the edit list (if any) and the time-to-sample table; the cue must also be examined to see if it contains internal timing. Such internal timing must be adjusted by adding back in the sample’s start time.  In addition, ‘continuation cues’ must be found, and merged with their base cue (when the contents are identical) by accumulating the times; negative timestamps must never be written out.
To form a WebVTT file from the track, the file is started with the contents of the WebVTTConfigurationBox, followed by two line terminators. The cue and continuation cue(s) of each sample are processed separately. Each cue or continuation cue is marked with its start and end time, derived from the sample times (including the edit list). The continuation cues may be merged with their preceding matching cue or continuation cue, and the end time offset set to the end time of the later continuation cue. The internal times of each cue are adjusted to be relative to the start time offset. Each cue is then written to the file: the optional WebVTT Cue Identifier from the CueIDBox, if it exists; the WebVTT Timings, computed as above; the WebVTT Cue Settings from the CueSettings box, if it exists; and the Cue Payload from the CuePayload box. Each WebVTT Cue so formed must be separated from the next by two or more line terminators. VTTEmptyCueBoxes are discarded,
Example (Informative)

Source File

WEBVTT

1

00:11.000 --> 00:12.500 align:start line:10
<v Roger Bingham>We are in New York City.

We are looking straight down 5th Avenue.
00:13.000 --> 00:18.000

<v Neil DeGrass Tyson>Didn't you already say that?

2
00:17.000 --> 00:20.000

Testing... <00:17.350>One... <00:18.125>Two...

Imported Format

An empty cue is needed in the example above after the first sample, for the time interval 12.5 to 13.0.
For the example above, the second and third cues would be represented by the following three samples:

Sample 1, starting at 13.0, duration 4.000

[cue, text=”<v Neil DeGrass Tyson>Didn't you already say that?”]
Sample 2, starting at 17.0, duration 1.0

[continuation-cue, text=”<v Neil DeGrass Tyson>Didn't you already say that?”]
[cue, id=2, text=”Testing... <00:00.350>One... <00:01.125>Two...”]

Sample 3, starting at 18, duration 2.0

[continuation-cue, id=2, text=”<-00:01.000>Testing... <-00:00.650>One... <00:00.125>Two...”]
Annex A 
(Informative)SEQ aaa \h 

SEQ table \r0\h 

SEQ figure \r0\h 

Patent Statements

The International Organization for Standardization and the International Electrotechnical Commission (IEC) draw attention to the fact that it is claimed that compliance with this part of ISO/IEC 14496 may involve the use of patents.

ISO and IEC take no position concerning the evidence, validity and scope of these patent rights.

The holders of these patent rights have assured the ISO and IEC that they are willing to negotiate licences under reasonable and non-discriminatory terms and conditions with applicants throughout the world. In this respect, the statements of the holders of these patents right are registered with ISO and IEC. Information may be obtained from the companies listed below.

Attention is drawn to the possibility that some of the elements of this part of ISO/IEC 14496 may be the subject of patent rights other than those identified in this annex. ISO and IEC shall not be held responsible for identifying any or all such patent rights.
ISO (http://www.iso.org/patents) and IEC (http://patents.iec.ch) maintain on-line databases of patents relevant to their standards. Users are encouraged to consult the databases for the most up to date information concerning patents. 
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�)	ISO/IEC 14496-12 is technically identical to ISO/IEC 15444-12.





�The progress of this ISO standard will be dependent on the progress of WebVTT at W3C (FDIS – CR)


�There is a normative clause using this reference, so it is a normative reference


�Why cite SMIL (useless) and not CSS/HTML z-index more used.


�Agree. Should add an informative ref to CSS2: � HYPERLINK "http://www.w3.org/TR/REC-CSS2/visuren.html" \l "propdef-z-index" �http://www.w3.org/TR/REC-CSS2/visuren.html#propdef-z-index� 


�Although this is probably true today, do we want to make a sweeping statement?  When we address live streaming with very short documents or document fragments, it may no longer be true. Suggest deleting this.


�For what purpose?


�Is it presentation time after taking into account edit list or composition time, or media time?


�“track presentation time as optionally modified by the edit list”


�That’s an interesting statement in 7.1.1 about what happens without other information about the document duration, but in no way requires ‘dur’ on <body>. See 7.1.2 and 7.1.3 for the document duration details. There is no requirement to set a duration on <body> and therefore the documents do not overlap in time.


�This example is misleading: 


 absence of duration attribute on body means duration is 0 (section 7.1.1 of TTML)


 Also the second document seems to start at 0 (no body start) so sample 1 and 2 overlap.


�explanation could be clearer (m25859)


�rephrase


�Cyril notes: this does not define how to preserve layout/display order of cues when using continuation cue boxes (see � HYPERLINK "http://lists.w3.org/Archives/Public/public-texttracks/2012Sep/0067.html" �http://lists.w3.org/Archives/Public/public-texttracks/2012Sep/0067.html� for more explanation). Except that that should be deferred to the spec., as here.
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<tt>

     <body>

          <div> <p begin=“00:01:00” end=“00:02:00”>1-2 minutes</p> </div>

     </body>

</tt>







<tt>

     <body>

          <div> <p begin=“00:31:00” end=“00:32:00”>31-32 minutes</p> </div>

     </body>

</tt>







Fragment 1 = sample 1

Fragment 2 = sample 2

Fragment 3 = sample 3

<tt>

     <body>

           <div begin=“01:00:00” end=“01:30:00”>

                <p begin=“00:01:00” end=“00:02:00”>61-62 minutes</p>

           </div>

     </body>

</tt>



No MP4 time gaps or overlaps
















<tt>

     <body>

          <div smpte:backgroundImage=“urn…1”

	begin=“00:01:00” end=“00:02:00”</>

          <div smpte:backgroundImage=“urn…n”

	begin=“00:01:00” end=“00:02:00”</>

     </body>

</tt>
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