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1 Introduction
This document is the Call for Proposals (CfP) on MPEG Frame-Compatible (MFC) Enhancement technology providing efficient compression and reconstruction of full resolution stereo video with backward compatibility with AVC frame compatible bitstreams. This CfP is issued by ISO/IEC JTC1/SC29/WG11 (MPEG), and the evaluation of submissions will be carried out at the 102nd    MPEG meeting according to the results of the formal subjective test conducted before the meeting.
2 Purpose and Procedure

A number of satellite, terrestrial broadcasters, cable and IPTV service providers have started deploying stereoscopic 3D video services using AVC in a manner known as frame-compatible coding. In the longer term, it is clearly desirable for them to provide higher resolution video services than those provided by the frame-compatible approach alone whilst maintaining backward compatibility.  

Enhancement of frame compatible signals allows the broadcasters and service providers the flexibility of incrementally migrating to a higher resolution service in the future when it makes economic sense.  In other words, this flexibility allows the broadcasters and service providers to deploy frame-compatible stereoscopic 3D video services in the near term that will remain compatible after the migration to higher resolution. 
If the higher quality and frame-compatible services use completely separate encoding, the resulting total bit rate to be delivered over the transmission channel could be excessive. To reduce the necessary bit rate, it may be desirable to design the encoding structure to use a scalable encoding approach – also referred to as a layered encoding approach. In such a system design, there would be a frame-compatible video bitstream that can be decoded by a legacy decoder, plus some additional data stream that is used to enhance the delivered video quality beyond that provided by the frame-compatible encoding.  In this design, the frame-compatible encoding is referred to as the base layer data, and the additional data stream is structured into one or more enhancement layers. Such a scheme is referred to as MPEG Frame Compatible (MFC) enhancement.
The major use case identified is for the use of a constrained enhancement layer which adds no more than 25% additional bitrate over the AVC frame compatible base layer. [1] This use case is shown in DVB commercial requirements [1] for a frame-compatible-compatible solution in DVB terminology, aka MFC in WG11 terminology.  It should be noted that DVB anticipates development of HEVC solutions several years after the deployment of Phase 2a and Phase 2b solutions.  Accordingly, WG11 will address HEVC based enhancement solutions as a future part of the HEVC scalability solutions. Requirement for the development of a MFC solution has been described in the “Requirements for MFC”[2].
To evaluate the proposed technologies, the tests results should answer two fundamental questions: does the technology restore resolution lost during sub-sampling and what is the relative performance of each proposal submitted.  Both objective tests and formal subjective tests will be performed. Results of these tests will be made public, taking into account that no direct identification of any of the proponents will be made (unless it is specifically requested or authorized by a proponent to be explicitly identified). Prior to having evaluated the results of the tests, no commitment to any course of action regarding the proposed technology can be made.

Descriptions of proposals shall be registered as input documents to the 102nd   MPEG meeting (see timeline in section 3). Proponents need to attend this meeting to present their proposals. Further information about logistical steps to attend the meeting can be obtained from the listed contact persons (see section 11).
3 Timeline

The timeline of the Call for Proposals is as follows:
2012/07/20: 
Final Call for Proposals (public)

Formal registration opens (test content available upon formal registration)
2012/09/10:
Registration of proponents
Payment of the testing fee
2012/09/18:
Coded test material shall be available at the Test Coordinator site
. 
 

2012/10/01:
Subjective assessment starts

2012/10/08:
Submission of Proposals description documents

2012/10/14:
AHG meeting and evaluation

2012/10/15-19:
102nd MPEG meeting

2013/01
1st Working Draft

2014/03
Draft International Standard
4 Test Material
The test sequences described in Table 1 will be used for submissions to this CfP. The properties and the base layer Frame-Compatible format of the Test Sequences are described in Table 2. The test material shall be made available to the Proponents after their formal registrations. Detailed procedure to receive the test material shall be provided by the Test Coordinator, after the formal registration. The video test material is captured as stereoscopic content and uses 4:2:0 chroma sampling with 8 bits per sample in each component. 
Table 1 Test sequences
	Sxy
	Name
	Original size/framerate
	Duration
	source/owner/copyright


	S01
	Billiards
	1920x1080p24
	10s
	Dolby / [4] 

	S02
	NewsRoom
	1920x1080p24
	10s
	Dolby / [4] 

	S03
	Amelia
	1920x1080i50
	10s
	Dolby / [4]

	S04
	LivingRoomQuestion
	1920x1080i60
	10s
	Dolby / [4] 


Table 2 Properties and base layer Frame-Compatible format of the Test Sequences
	Sequence Name
	Properties
	Frame-Compatible Base Layer Format

	Billiards
	1920x1080p24
240 frames
	Top-and-Bottom

	NewsRoom
	1920x1080p24
240 frames
	Side-by-Side

	Amelia
	1920x1080i50
250 frames
	Side-by-Side

	LivingRoomQuestion
	1920x1080i60
300 frames
	Side-by-Side


5 Anchors

Two different anchors are made available for the evaluation of the Submissions. The anchors are:

a) Up-sampled Frame Compatible AVC 
b) SVC (for progressive sequences only)
The anchor encodings shall conform to the coding conditions and bit rates specified in Section 6. Anchor a) shall be used in the formal subjective assessment test. Anchor a) and b) shall be used for objective evaluations. The downsampling filter to generate frame compatible sequence is specified in Table 3. The upsampling filter is specified in Table 4.
Table 3 Downsampling Filters for Anchors
	Color Component
	Filter
	Offset
	Scale

	SVC
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Table 4 Upsampling Filters for Anchors 
	Filter
	Offset
	Scale
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The JM18.3 shall be used to generate anchor a) and JSVM 9.19.14 shall be used to generate anchor b). All the information relevant and the data related to anchor bit streams, decoders, all necessary configuration files and checksum files shall be provided to the Proponents after their formal registration. Data shall be made available at an ftp sites following the instructions received by the Test Coordinator.  The configuration parameters for anchor a) are specified in Annex C.

Encoding optimization parameters not specified shall be set to their default values in the JM 18.3 software. The configuration parameters for anchor b) are specified in Annex D.
6 Coding Conditions
Submissions shall include encodings for all sequences at all rate points as specified in Table 5. For each sequence, 4 base layer bit rates are specified. The base layer shall be the frame compatible encoded anchor (anchor a)). The total rate for base layer and enhancement layer shall not be exceeded. Each decoding shall produce reconstructed video at the full pixel resolution and for the fully specified number of pictures for the sequence (no missing pictures). Note that the results corresponding to the two highest base layer rate points will only be used for objective evaluation. For the purposes of subjective testing, proponents should submit decoded files corresponding to the two lowest base layer rate points as specified in Table 5. 
Table 5 Bit Rates
	Test Sequence
	Base Rate
	 Total Rate 1 (25%)
	Total Rate 2 (50%)

	Billiards
	1.5Mbps
	1.875Mbps
	2.25Mbps

	
	2.0Mbps
	2.500Mbps
	3.00Mbps

	
	2.5Mbps
	3.125Mbps
	3.75Mbps

	
	4.0Mbps
	5.000Mbps
	6.00Mbps

	Newsroom
	1.5Mbps
	1.875Mbps
	2.25Mbps

	
	2.0Mbps
	2.500Mbps
	3.00Mbps

	
	2.5Mbps
	3.125Mbps
	3.75Mbps

	
	4.0Mbps
	5.000Mbps
	6.00Mbps

	Amelia
	1.5Mbps
	1.875Mbps
	2.25Mbps

	
	2.0Mbps
	2.500Mbps
	3.00Mbps

	
	2.5Mbps
	3.125Mbps
	3.75Mbps

	
	4.0Mbps
	5.000Mbps
	6.00Mbps

	LivingRoom Question
	1.5Mbps
	1.875Mbps
	2.25Mbps

	
	2.0Mbps
	2.500Mbps
	3.00Mbps

	
	2.5Mbps
	3.125Mbps
	3.75Mbps

	
	4.0Mbps
	5.000Mbps
	6.00Mbps


The coding configurations for the enhancement layer are designed to be consistent with parameters used for typical broadcast of HD video.

· Decoding delay is constrained to <= 3 frames

· Hierarchical coding using a 3 layer hierarchy with 7 intermediate pictures, i.e. a hierarchy of the form IbBbBbBbPbBbBbBbP, while maintaining a decoding delay of 3 pictures, shall be used. The coding and display order of the pictures shall be as shown below: 

· I0P8B4B2b1b3B6b5b7P16…

· An IDR period of exactly 4 seconds with an intra period of exactly 2 seconds (open GOP) shall be used. No pictures that precede in display order but follow the IDR picture in coding order shall exist in the bitstream.
· Use of Multiple Pass Encoding (frame level) for use of Weighted Prediction or other technology is allowed.
· Fixed QP shall be used with equal QP values for each view (Left eye or right eye). QP adjustment based on frame level multiple pass encoding is allowed
· RDO quantization using a single QP shall be used

· Chroma QP offsets shall be equal to 2.

· For interlaced content, only field coding shall be used

· Temporal layer QP adjustment shall be restricted to the following:

· Layer 1 QP = Layer 0 QP + 2

· Layer 2 QP = Layer 0 QP + 3

· Layer 3 QP = Layer 0 QP + 4

7 Subjective Test

The coded video material provided by the Proponents will be evaluated by means of a formal subjective assessment test. The test shall be done on 2D video material, using one of the two views in a random hidden selection.

7.1 Test procedure

The test procedures are designed to answer the two fundamental questions posed in Section 2.  Data comparisons will be made using the uncompressed sources to answer the first question – do the proposals restore lost resolution.  Data comparisons using the compressed anchors will be used to rank the received proposals.

The primary evaluations will be performed on high quality 2D displays.  By using 2D displays, the subjective evaluation would eliminate the artifacts of current generation 3D panels and eyewear but allow for the appropriate decisions to be made for future display technologies.  In addition, the use of 2D viewing lowers the threshold for viewer discomfort and viewer fatigue.  This is the same concept applied to the MVC subjective test procedure.

7.2 Test method

The subjective viewing shall be conducted using the Double-Stimulus Impairment Scale (DSIS) test method. The reference shall consist of the full resolution uncompressed source image. The reference shall be presented to the viewer once for each image set, followed by the image under test [A - B - Vote]. The test images shall consist of either anchor images or proponent images.  The viewer will then rank each test image relative to the source on a 0 to 10 scale, where 0 is the lowest and 10 is the highest quality compared to the reference. 
Content shall be prepared such that each test sequence presented will use either the left or right view of the stereo pair.  The choice of left or right view will be randomized for each sequence.

Annex A describes the playback system.

To allow a better evaluation of the results, some anchors are included in the test. The anchors considered in this test are shown in Table 6.  

Table 6 Anchor description

	Anchor
	Bit rate
	Source

	Frame Compatible
	Uncompressed
	Source Image

	Frame Compatible
	2.0 Mbps
	JM18.3

	Frame Compatible
	1.5 Mbps
	JM18.3


7.3 Test sites
Two tests sites provided their availability: FUB (Test Coordinator, Rome, Italy) and ETC (Los Angeles, CA, USA). The Test Coordinator will take care of distributing the test tasks according to the number of received Submissions.
7.4 Laboratory set-up

The test laboratories shall be arranged in an area far from any audible and visible pollution. Monitors shall be located in front of a wall and illumination will be placed between the wall and the monitor. General characteristic of the viewing environments will conform to ITU-R Recommendation BT 500-11. Viewers will be seated at 3H distance from the monitor (H is the height of the active part of the monitor). Three viewing subjects will be seated in front of the monitor; arrangements with more monitors used in parallel are allowed if properly separated by visual isolation curtains or panels. Ambient illumination shall be low and provided only by the lights placed between the monitors and the wall. Description of the playback system is provided in Annex A.

7.5 Viewers selection and training

Viewers shall be selected among university students, aging from 18 to 30 years. At least 18 valid viewers will be required to complete the test. Viewers will be pre-screened for visual acuity and colour blindness. Post screening of the viewers will be done by means of a statistical analysis of the scores. All the viewers will be properly trained by means of a detailed description of the experiment and of the task they have to do. A training session will be run to let the viewer practice with the scoring procedure. Scores will be collected on paper scoring sheets. 
7.6 Video test material delivery

All proponents shall deliver their coded video material by 2012/09/18 (11pm CET); video files shall be stored in a USB 3.0 2” external hard drive. The hard drive shall be made available at the Test Coordinator site by the due date. The disk shall contain the bitstreams, YUV files, as well as a decoder executable used by the proponent to generate the YUV files from the bitstreams.  
The correct reception of the hard drive will be confirmed by the Test Coordinator. Any inconvenience caused by unexpected delivery delay or a failure of the disk will be under the complete responsibility of the proponents, but solutions will be negotiated to ensure that the data can still be included in the test, which means that correct and complete data need to be available before the beginning of the test at latest. All the bitstreams, decoder executable and YUV files shall be accompanied by a check-sum file to verify their correct storing on the disk. The check-sum program utilities are described in Annex B. All technical details on the delivery of the coded material are provided in Annex B.

8 Testing Fee
Proponents will be charged a fee per submitted algorithm proposal.  Such fee will be a flat charge for each proposal to cover the logistic cost (without any profit).  The fee is non-refundable after the formal registration is made. The fee is 500 Euros. 
9 Submission Requirements

More information about file formats can be found in Annex B. Files of decoded sequences and bitstreams shall follow the naming conventions as specified in Annex B.

Proponents shall provide the following. Incomplete proposals will not be considered:
A) Coded test material submission 
The following material must be brought to the 102th MPEG meeting on hard disc by the proponents: 
1. Bitstreams for all test sequences that satisfy the rate constraints specified in Table 5.
2. Decoded sequences in YUV 4:2:0 8 bit format for all rate points corresponding to the two lowest base layer bit rates, including the up-scaled frame-compatible base layer video and the reconstructed video with enhancement. The up-scaled videos shall be generated using the filters specified in Table 4.
3. Binary decoder executable. 
4. Checksum files for 1.
5. Configuration files for generating the bitstreams in 1.

B) Document to be submitted before the 102nd MPEG meeting shall contain:
1. A technical description of the proposal sufficient for full conceptual understanding and generation of equivalent performance results by experts and for conveying the degree of optimization required to replicate the performance. This description should include all data processing paths and individual data processing components used to generate the bitstreams. It does not need to include complete bitstream format or implementation details, although as much detail as possible is desired.
2. An Excel sheet as attached to this CfP, with all fields for the respective test cases filled. Rate-Distortion curve shall be plotted. PSNRs shall be computed by averaging the PSNR of both views.
3. The technical description shall also contain a statement about the programming language in which the software is written, e.g. C/C++ and platforms on which the binaries were compiled.  

4. The technical description shall include a complexity assessment of the main modules used. In particular, similarities and differences between the core techniques and architecture to encode and decode the video data relative to the existing AVC framework should be described.
C) Optional information
Proponents are encouraged (but not required) to allow other committee participants to have access, on a temporary or permanent basis, to their encoded bitstreams and binary executables or source code.
10 Source Code and IPR

Proponents are advised that, upon acceptance for further evaluation, it will be required that certain parts of any technology proposed be made available in source code format to participants in the core experiments process and for potential inclusion in the prospective standard as reference software. When a particular technology is a candidate for further evaluation, commitment to provide such software is a condition of participation.  The software shall produce identical results to those submitted to the test. Additionally, submission of improvements (bug fixes, etc.) is certainly encouraged. 

Furthermore, proponents are advised that this Call is being made subject to the patent policy of ISO/IEC (see ISO/IEC Directives Part 1, Appendix I) and the other established policies of the standardization organization.  
11 Contacts
Contact person:

Prof. Dr. Jens-Rainer Ohm

RWTH Aachen University, Institute of Communications Engineering

Melatener Str. 23, 52074 Aachen, Germany

Tel. +49-241-8027671, Fax. +49-241-8022196, email ohm@ient.rwth-aachen.de
Test Coordinator:
Dr. Vittorio Baroncini 

Senior Researcher, Audio Video Signal Processing Area

Fondazione Ugo Bordoni

Via B. Castiglione, 59 00142 – Rome - Italy

Tel. +39-06-54802134, Fax. +39-06-54804405, email vittorio@fub.it
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Annex A: Playback System Description
Computer:

· Standard PC

· Hard Drive: Multi drive raid system with 1TByte capacity for fast access of uncompressed sequences. Preferred: RAID 0 with fast SSDs with SandForce controller to support native SATA 6Gbps. 
· CPU: Intel Quadcore i7
· RAM: minimum 4GB
· Blackmagic Design DeckLink HD Extreme 3D card to drive HDMI to TV

· Operating system: Windows 7 64-bit 

Playback Software 

·  Dolby Media Player

· Stereo pairs will be provided as YUV files to be processed by the test coordinator.

Annex B: Distribution formats for test sequences and decoded results, Delivery of Bitstreams and Binary Decoders, Utilities and Cross-check Meeting:
Distribution of original video material files containing test sequences is done in YUV files with extension “.yuv”. Colour depth is 8 bits per component. A description of the YUV file format is available at http://www.fourcc.org/ web site, designated as “planar iyuv”.
Bitstream formats of proposals can be proprietary, but must contain all information necessary to decode the sequences at a given data rate (e.g. no additional parameter files are allowed in decoding). An AVC compliant frame compatible layer shall also be extractable and decodable by an AVC compliant decoder. The decoded base layer shall reproduce identical (same in PSNR) decoded images as the frame compatible anchor.  The file size of the bitstream will be used as a proof that the bitrate limitations from Table 5 have been observed. 
Each Proponent submitting to the CfP will be identified with a two digit code preceded by the letter “P” (e.g. P01, P02, … Pnm). Each coded video file provided for a submission will be identified by a name formed by the below listed combination of letters and numbers:

Pnm_Sxy_$Wx$H_$F$P_$BM_[$EM]_$V.<filetype>

where:

· Pnm identifies the Proponent.

· Sxy identifies the original video clip used to produce the coded video, as listed in Table 1.

· $W is the image width

· $H is the image height

· $F is the frame rate in frames per second (field rate in fields per second for interlaced content)

· $P is equal to ‘p’ for progressive content and ‘i’ for interlaced content
· $B is the base layer bit rate in Mbps

· $E, if present, is the total bit rate (including base and enhancement) in Mbps

· $V is equal to ‘L’ for the left eye view, and ‘R’ for the right eye view
· <filetype> identifies the kind of file:

· .bit = bitstream

· .yuv = decoded video clip in YUV format

An example filename would be:

P01_S00 _1920x1080_24p_4M_5M_L.yuv

All files delivered (bitstreams, decoded sequences and binary decoders) must be accompanied by a checksum file to enable identification of corrupted files. MD5 checksum tools shall be used for that purpose. Such a tool is available typically as part of UNIX/LINUX operating systems where it should be run with option “-b” (binary). For Windows operating systems, a compatible tool can be obtained from http://www.pc-tools.net/win32/md5sums/. This tool should be run with additional option “-u” to generate the same output as under UNIX. 
Annex C – Encoding Parameters for AVC Anchors 
Table 7 Encoding parameters for AVC anchors (encoder optimization parameters not specified in this document shall be set to their default values in the JM 18.3 software)

	Parameter Name
	Value

	LevelIDC
	41

	PicInterlace
	0 (Progressive), 1(Interlaced)

	IntraPeriod
	2 * framerate

	IDRPeriod
	4 * framerate

	EnableIDRGOP
	1

	EnableOpenGOP
	1

	SearchRange
	256

	NumberReferenceFrames
	4 

	GenerateMultiplePPS
	1

	BiPredSearch16x16
	1

	BiPredSearch16x8
	1

	BiPredSearch8x16
	1

	BiPredSearch8x8
	0

	EnableIPCM
	1

	NumberBFrames
	7

	BRefPicQPOffset
	-1

	DirectModeType
	1

	DirectInferenceFlag
	1

	BList0References
	3

	BList1References
	1

	QPIslice
	QP

	QPPslice
	QP

	QPBslice
	QP+2

	HierarchicalCoding
	3

	HierarchyLevelQPEnable
	1

	ExplicitHierarchyFormat
	b3r0b1r1b0e2b2e2b5r1b4e2b6e2

	ReferenceReorder
	1

	PocMemoryManagement
	1

	BiPredMotionEstimation
	1

	BiPredMERefinements
	4

	BiPredMESearchRange
	64

	BiPredMESubPel
	2

	SymbolMode
	1

	ContextInitMethod
	0

	ChromaWeightSupport
	1

	UseWeightedReferenceME
	1

	WPMethod
	1

	WPMCPrecBSlice
	1

	RDPictureDecision
	1

	RDPSliceBTest
	1

	RDPSliceITest
	1

	RDPictureMaxPassISlice
	1

	RDPictureMaxPassPSlice
	3

	RDPictureMaxPassBSlice
	3

	RDPictureFrameQPPSlice
	0

	RDPictureFrameQPBSlice
	1

	RDPictureDeblocking
	0

	RDOptimization
	1

	I16RDOpt
	1

	SubMBCodingState
	2

	FastCrIntraDecision
	1

	DisableThresholding
	1

	UseExplicitLambdaParams
	1

	LambdaWeightISlice
	0.68

	LambdaWeightPSlice
	0.75

	LambdaWeightBSlice
	0.95

	LambdaWeightRefBSlice
	0.85

	CbQPOffset
	2

	CrQPOffset
	2

	Transform8x8Mode
	1

	UseRDOQuant
	1

	RDOQ_DC
	1

	RDOQ_CR
	1

	RDOQ_DC_CR
	1

	RDOQ_QP_Num
	1

	RDOQ_CP_Mode
	0

	RDOQ_CP_MV
	1

	RDOQ_Fast
	0

	SearchMode
	3

	EPZSFixedPredictors
	2

	EPZSTemporal
	1

	EPZSSpatialMem
	1

	EPZSBlockType
	1

	EPZSSubPelME
	2

	EPZSSubPelMEBiPred
	2

	EPZSSubPelThresScale
	1

	EPZSSubPelGrid
	1

	ResendSPS
	2

	BLevel0MoreRef
	0

	BIdenticalList
	0

	CRA
	0

	HM50RefStructure
	0

	LDRefSetting
	0


Annex D – Encoding Parameters for SVC Anchors

Table 8 Encoding parameters for SVC anchors
jsvm_stereo.cfg

	Parameter Name
	Value

	MaxDelay
	1200.0

	NonRequiredEnable
	0

	CgsSnrRefinement
	0

	EncodeKeyPictures
	0

	MGSControl
	0

	GOPSize
	8

	IntraPeriod
	-1

	NumberReferenceFrames
	4

	BaseLayerMode
	1

	ConstrainedIntraUps
	0

	SearchMode
	4

	SearchFuncFullPel
	3

	SearchFuncSubPel
	2

	SearchRange
	128

	ELSearchRange
	16

	FastBiSearch
	1

	BiPredIter
	3

	IterSearchRange
	32

	LoopFIlterDisable
	0

	LoopFilterAlphaC0Offset
	0

	LoopFilterBetaOffset
	0

	InterLayerLoopFilterDisable
	0

	InterLayerLoopFilterAlphaC0Offset
	0

	InterLayerLoopFilterBetaOffset
	0

	NumLayers
	2

	LayerCfg
	jsvm_stereo_layer0.cfg

	LayerCfg
	jsvm_stereo_layer1.cfg

	WeightedPrediction
	0

	WeightedBiprediction
	0

	LARDO
	0

	MultiLayerLambdaSel
	0

	PreAndSuffixUnitEnable
	1

	NestingSEI
	1

	SceneInfo
	1

	TLNestingFlag
	0

	IntegrityCheckSEI
	0

	TL0DepRepIdxSeiEnable
	0

	RPEncCheck
	1

	MVDiffThreshold
	20

	EnableVclHRD
	0

	EnableNalHRD
	0

	RateControlEnable
	0

	InitialQP
	30

	RCMinQP
	12

	RCMaxQP
	40

	MaxQPChange
	2

	AdaptInitialQP
	0

	BitRate
	64000

	BasicUnit
	99

	MuxMethod
	1 for SbS, 2 for TaB

	MuxFilter
	8 (SVC)

	MuxOffset0
	0

	MuxOffset1
	1


jsvm_stereo_layer0.cfg

	Parameter Name
	Value

	SourceWidth
	WIDTH

	SourceHeight
	HEIGHT

	SymbolMode
	1

	IDRPeriod
	floor((4*FrameRate)/GOPSize)*GOPSize

or -1 if splice size == 4 seconds

	IntraPeriod
	floor((2*FrameRate)/GOPSize)*GOPSize

	MbAff
	0

	PAff
	0

	BottomFieldFirst
	0

	LowComplexityMbMode
	0

	ProfileIDC
	100

	MinLevelIdc
	41

	UseLongTerm
	0

	MMCOEnable
	1

	MMCOBaseEnable
	1

	Enable8x8Transform
	1

	ConstrainedIntraPred
	0

	CbQPIndexOffset
	2

	CrQPIndexOffset
	2

	ScalingMatricesPresent
	0

	IPCMRate
	0

	BiPredLT8x8Disable
	0

	MCBlocksLT8x8Disable
	0

	DisableBSlices
	0

	MaxDeltaQP
	1

	QP
	QP_POINT

	ForceReOrdering
	0

	EncSIPFile
	“”

	MeQPLP
	QP_POINT

	MeQP0
	QP_POINT

	MeQP1
	QP_POINT

	MeQP2
	QP_POINT

	MeQP3
	QP_POINT

	MeQP4
	QP_POINT

	MeQP5
	QP_POINT

	InterLayerPred
	0

	ILModePred
	0

	ILMotionPred
	0

	ILResidualPred
	0

	SliceSkip
	0

	UseESS
	0

	ESSPicParamFile
	crop.txt

	ESSCropWidth
	640

	ESSCropHeight
	560

	ESSOriginX
	0

	ESSOriginY
	0

	ESSChromaPhaseX
	-1

	ESSChromaPhaseY
	0

	ESSBaseChromaPhaseX
	-1

	ESSBaseChromaPhaseY
	0

	MGSVectorMode
	0

	MGSVector0
	0

	MGSVector1
	0

	MGSVector2
	0

	MGSVector3
	0

	MGSVector4
	0

	MGSVector5
	0

	MGSVector6
	0

	MGSVector7
	0

	MGSVector8
	0

	MGSVector9
	0

	MGSVector10
	0

	MGSVector11
	0

	MGSVector12
	0

	MGSVector13
	0

	MGSVector14
	0

	MGSVector15
	0

	ExplicitQPCascading
	1

	DQP4TLevel0
	0

	DQP4TLevel1
	2

	DQP4TLevel2
	3

	DQP4TLevel3
	4

	DQP4TLevel4
	5

	DQP4TLevel5
	6

	DQP4TLevel6
	7

	NumSlicGrpMns1
	0

	SlcGrpMapType
	1

	SlcGrpChgDrFlag
	1

	SlcGrpChgRtMns1
	1

	SlcGrpCfgFileNm
	sg.cfg

	UseRedundantSlc
	0

	PLR
	0

	SliceMode
	0

	SliceArgument
	2040

	AvcRewriteFlag
	0

	AvcAdaptiveRewriteFlag
	0


jsvm_stereo_layer1.cfg

	Parameter Name
	Value

	SourceWidth
	2*WIDTH for SbS or WIDTH for TaB

	SourceHeight
	HEIGHT for SbS or 2*HEIGHT for TaB

	SymbolMode
	1

	IDRPeriod
	floor((4*FrameRate)/GOPSize)*GOPSize

or -1 if splice size == 4 seconds

	IntraPeriod
	floor((2*FrameRate)/GOPSize)*GOPSize

	MbAff
	0

	PAff
	0

	BottomFieldFirst
	0

	LowComplexityMbMode
	0

	ProfileIDC
	86

	MinLevelIdc
	41

	UseLongTerm
	0

	MMCOEnable
	1

	MMCOBaseEnable
	1

	Enable8x8Transform
	1

	ConstrainedIntraPred
	0

	CbQPIndexOffset
	2

	CrQPIndexOffset
	2

	ScalingMatricesPresent
	0

	IPCMRate
	0

	BiPredLT8x8Disable
	0

	MCBlocksLT8x8Disable
	0

	DisableBSlices
	0

	MaxDeltaQP
	1

	QP
	QP_POINT

	ForceReOrdering
	0

	EncSIPFile
	“”

	MeQPLP
	QP_POINT

	MeQP0
	QP_POINT

	MeQP1
	QP_POINT

	MeQP2
	QP_POINT

	MeQP3
	QP_POINT

	MeQP4
	QP_POINT

	MeQP5
	QP_POINT

	InterLayerPred
	2

	ILModePred
	2

	ILMotionPred
	2

	ILResidualPred
	2

	SliceSkip
	0

	UseESS
	1

	ESSPicParamFile
	crop.txt

	ESSCropWidth
	2*WIDTH for SbS or WIDTH for TaB

	ESSCropHeight
	HEIGHT for SbS or 2*HEIGHT for TaB

	ESSOriginX
	0

	ESSOriginY
	0

	ESSChromaPhaseX
	-1

	ESSChromaPhaseY
	0

	ESSBaseChromaPhaseX
	-1

	ESSBaseChromaPhaseY
	0

	MGSVectorMode
	0

	MGSVector0
	0

	MGSVector1
	0

	MGSVector2
	0

	MGSVector3
	0

	MGSVector4
	0

	MGSVector5
	0

	MGSVector6
	0

	MGSVector7
	0

	MGSVector8
	0

	MGSVector9
	0

	MGSVector10
	0

	MGSVector11
	0

	MGSVector12
	0

	MGSVector13
	0

	MGSVector14
	0

	MGSVector15
	0

	ExplicitQPCascading
	1

	DQP4TLevel0
	0

	DQP4TLevel1
	2

	DQP4TLevel2
	3

	DQP4TLevel3
	4

	DQP4TLevel4
	5

	DQP4TLevel5
	6

	DQP4TLevel6
	7

	NumSlicGrpMns1
	0

	SlcGrpMapType
	1

	SlcGrpChgDrFlag
	1

	SlcGrpChgRtMns1
	1

	SlcGrpCfgFileNm
	sg.cfg

	UseRedundantSlc
	0

	PLR
	0

	SliceMode
	0

	SliceArgument
	2040

	AvcRewriteFlag
	0

	AvcAdaptiveRewriteFlag
	0


� Proponents formally registered shall specify a Contact Person that will receive detailed instructions about data submissions. Late delivery of data may result in exclusion from the evaluation process.


� Contact Persons will provide information about document submission process. Note that submitted documents will be made publicly available. Exceptions to public availability will be considered on a case by case basis upon request by the contributor.


� Proponents are requested to attend the evaluation AHG meeting and 102nd MPEG meeting.


� Reference [4] in � REF _Ref330461139 \h ��Table 1� refers to the document that specifies the Copyright and Intellectual Property issues of the test sequences. Please note that contrary to what specified in the document [4], no fee is due for the use of the above test sequences for the Submission to this CfP or subsequent Core Experiments.
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