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1. Summary
This document describes databases, interfaces, performance criteria, and evaluation procedure to be used for evaluation of responses to the Call for Proposals on Compact Descriptors for Visuals Search [1].
2. Definitions and Terms
The following definitions and terms are used throughout this document.

Query images:  images used to initiate search 

Reference images:  images containing views of objects intended to be retrieved

Distractor images:  images of unrelated content w.r.t. query or reference images (not containing views of objects intended to be retrieved)

Dataset:  collection of images, including reference, query, and (optionally) distractor images 
 
Database:  collection of images (reference and optionally distractor images) or their descriptors and associated information. 

Database index:  file or set of files, enabling fast retrieval of all database images (including distractors).

Relevant images:  reference images that contain view(s) of object(s) present in the query image

Retrieved images:  list of all images returned as a response to query request.

Precision:  (the number of relevant images among retrieved images) / (the number of retrieved images)

Recall:  (the number of relevant images among retrieved images) / (the total number of relevant images)

Rank:  position of an image in the list of retrieved images

Precision at a given cut-off rank r for a single query:  
P(r) = (number of relevant images of rank r or less) / r

Average precision: defined as follows


where N is the number of retrieved images, R is the number of relevant images, and rel(r) = 1 if image at rank r is relevant, 0 otherwise.

Mean average precision:  average precision for a set of queries is defined as follows:


where Q is the number of queries.

Success rate for top match:  (number of times the top retrieved image is relevant) / (number of queries)

Localization information: description of location of objects within the reference and query images
3. Datasets and annotations
3.1 Datasets
The evaluation of proposals shall be performed by using datasets and distractor sets listed in Tables 1-2.
Table 1 Datasets to be used for evaluation.
	Dataset
	Description of content
	Delivery method

	Zurich Buildings
(ZuBud)
	Pictures of 200 buildings in Zurich, shot by 2 cameras under different viewing conditions.
	mars0.stanford.edu/zubud/

	University of Kentucky  (UKY)
	10200 images of common objects and scenes,  4 views of object, 2550 objects.
	mars0.stanford.edu/ukbench/

	Stanford’s Mobile Visual Search dataset
(smvs)
	Images representing 8 categories of objects: CDs, DVDs, book covers, printed matters, video clips, business cards, museum paintings.
	mars0.stanford.edu/mvs_images_bbox/

	ETRI dataset
	Images of 14 buildings,
captured with 22.5 degree changes in viewpoints, captured by using 4 cameras 
3800 images total
	ftp://165.246.42.218
Login: CDVS
Password:  iMage032


	Peking University
	Images of 198 buildings, 5574 images total 
	http://61.148.212.146:8080/landmark/benchmark/forCDVS/ 

	Telecom Italia
	Images of 180 landmarks / buildings in Torino, Italy.  1440 still images +  540 images extracted from videos
	http://pacific.tilab.com/download/CTurin180.zip 


	Telecom SudParis
	Images of 29 buildings in Paris, France. 
466 images total.
	http://wg11.sc29.org/visual-search/

	Huawei - Northwestern University
	Images of 192 buildings. 1100 still images + 1800 images extracted from videos.
	ftp://129.105.6.110
Login: nu_huawei
password: nu_huawei



Table 2. Distractor sets.
	Dataset
	Description of content
	Delivery method

	Images collected from FLICKR 
	1 million images of various resolution and content collected from FLICKR. 
	Available at 97 MPEG meeting.
Will be shipped upon request sent to CDVS AHG reflector. Requesting party is reponsible for providing 1-terabyte USB-3-enabled harddrive.



The coverage of different categories of content in datasets, and the numbers of images used in annotations is summarized in Table 3.
Table 3. Categories of content and numbers of images in datasets.
	Category
	Dataset
	Total

	
	ZuBud
	UKY
	Stanford
	ETRI
	Peking
	Telecom Italia
	Telcom SudParis
	Huawei

	

	Mixed text + graphics
(CDs, DVDs, Books, text documents, Business  cards)
	
	
	2500
1000 (r)  
1500 (q)
3000 (m)
30000(nm)

	
	
	
	
	
	2500

	Paintings 
	
	
	500
100 (r)  
400 (q)
400 (m)
4000 (nm)
	
	
	
	
	
	500

	Frames captured from video clips
	
	
	500
100 (r)  
400 (q)
400 (m)
4000 (nm)
	
	
	
	
	
	500

	Landmarks / buildings
	1115
115 (q)
1000 (r)
575 (m)
5750 (nm)
	
	1000
500 (r)
500 (q)
2000 (m)
20000(nm)
	2141
83 (q)
2058 (r)
500 (m)
5000(nm)
	5574
567 (q)
5007 (r)
927 (m)
9846(nm)
	1980
1620(q)
360 (r)
715 (m)
7199 (nm)
	466
69 (q)
397 (r)
388 (m)
3880 (nm)
	2900
560(q)
2340(r)
200 (m)
2000 (nm)
	16556

	Common objects / scenes
	
	10200
2550(q)
7650(r) 
7650(m)
76500(nm)
	
	
	
	
	
	
	10200

	Total:
	1115
	10200
	4500
	2141
	6954
	1980
	466
	2900
	30256

	Grand total:
	30256 images total



Numbers marked as (r), (q), (m), or (nm) in this table represent:
    r – number of reference images;
    q – number of query images;
    m – number of matching pairs;
    nm – number of non-matching pairs.
3.2 Annotations
Four types of annotation files are defined and provided with datasets, grouped according to experiments (see Section 4).

Lists of images in datasets and distractor sets
Provided as ASCII text files, containing one image file name per each line. 

Annotations for retrieval experiments
Provided as ASCII text files, containing the following records per each line: 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]	<query image>  <list of relevant reference images> 
where 
  	<query image> - represent the name of file containing query image
	<list of relevant reference images> - space-separated sequence of file names of relevant reference images. 

Annotations for pair-wise matching experiments
Pair-wise matching annotations are defined in 2 files per each dataset: defining lists of matching and non-matching pairs. Non-matching pairs shall not include different views of the same object.

File names in above annotations are defined to include complete paths relative to the root database directory.

Annotation for localization information
For a subset of databases, localization annotations are also provided. They are defined in a separate set of files, one per each image in the database.  Names of these files match corresponding image files in the database, with additional extensions “.bbox”.  These are plain ASCII text files containing 4 lines specifying, per each line X,Y coordinates of corner points of bounding quadrilateral. 
4. Experiment setup
The performance of proposals will be evaluated using two types of experiments: 
· retrieval experiment, and 
· pairwise matching experiment.
4.1 Retrieval experiment
Retrieval experiment is intended to assess performance of proposals in the context of an image retrieval system. The flow-graph of this process is shown in Figure 1.

[image: ]
Figure 1. Retrieval experiment setup.

Descriptors for query images are extracted and stored as separate files. All images in the database (including distractor images) are used to create database index. The database index and a descriptor of each query image are used to perform search operations. The search module returns results in a form of a text file, containing, per each line, the name of a query image followed by a list of names of matching images ordered according to their rank. This list as well as ground truth information are used to compute retrieval precision results.

The list of retrieval experiments to be performed is provided in Table 4.
Table 4. Retrieval experiments.
	Experiment
	Category
	Datasets
	Sub-experiments

	1
	Mixed text + graphics
	Stanford
1000 (r) and 1500 (q)
	a) original query images
b) with reduced resolutions (max side <= 640pixels)  of query images
c) same as (b) with  applied JPEG compression factor 20 to query images

	2
	Paintings
	Stanford
	

	3
	Frames from video clips
	Stanford
	

	4
	Landmarks / buildings
	ZuBud, Stanford, ETRI, Peking, TI (still images + frames from video), SudParis, Huawei (still images + frames from video)
	

	5
	Common objects / scenes
	UKY
	



Combined annotation files (query + list of reference images) are provided for each of these experiments.  Modules included in the CDVS evaluation software should be used to execute these experiments. The database indices shall be constructed including distactor images.
4.2 Pair-wise matching experiments
Pairwise matching experiment is intended for assessing performance of proposals in the context of an application that uses descriptors for the purpose of image matching. Overall scheme of this experiment is shown in Figure 2.



Figure 2. Pairwise matching experiment setup.

Matching operation is performed for each pair of images, listed in annotations. The result of matching is then compared to ground truth. If ground-truth localization data are provided, the precision of localization is also assessed.

The list of pair-wise matching experiments to be performed is provided in Table 5.
Table 5. Pair-wise matching experiments.
	Experiment
	Category
	Datasets
	Annotations

	1
	Mixed text + graphics
	Stanford
	a) 3000 (m)  30000 (nm), localization data 
b) with reduced resolutions (max side <= 640 pixels).  3000 (m)  30000 (nm) (for one of the images in the pair), localization data
c) same as (b) with JPEG compression factor 20 3000(m)  30000 (nm) (for one of the images in the pair), localization data

	2
	Paintings
	Stanford
	400 (m)  4000 (nm)

	3
	Frames from video clips
	Stanford
	400 (m)  4000 (nm)

	4
	Landmarks / buildings
	ZuBud, Stanford, ETRI, Peking, TI, SudParis, Huawei
	ZuBud:     575 (m)  5750 (nm)
Stanford: 2000 (m) 20000 (nm)
ETRI:         500 (m)  5000 (nm)
Peking:     960 (m)  9918 (nm)
TI:              715 (m) 7199 (nm)
SudParis:  396 (m) 3960 (nm)
Huawei:    200 (m) 2000 (nm)

	5
	Common objects/scenes
	UKY
	7650 (m) 76500 (nm)



The number of non-matching pairs in each experiment shall be at least 10 times larger than number of matching pairs.  Subsets of non-matching pairs are defined by datasets listed in the table above. 

Combined annotation files (list of matching and non-matching images) are provided for each of these experiments.  Software modules automating execution of all retrieval experiments are included in the CDVS evaluation framework software.
5. Performance measurements 
Descriptor lengths
The performance of proposals shall be reported at least for the following operating points (upper bounds on average descriptor lengths in each experiment):

	512, 1K, 2K, 4K, 8K, 16K bytes.

It must be understood that descriptors generated at any one of these operating point should allow retrieval and matching operations with descriptors generated at different operating points.

This will be tested using pairwise-matching operations with descriptors generated at the following combination of lengths:
	1K against 4K, 2K against 4K.

All reported results will be considered in assessing overall performance of proposal. 

Average lengths of descriptors across images in each experiment and at each operating point shall be reported.  The worst case length of descriptors shall also be reported. The worst case length shall not be greater that the size of a JPEG compressed query image at up to VGA resolution (original resolution, if it is lower) and quality level 0.5.

Performance characteristics
The information about performance of proposals shall be provided using the following set of measures. 

Retrieval performance
· Mean Average Precision 
· Success rate for top match.

Pairwise matching performance
· Success rate at given false alarm rate (that is no larger that is given false alarm rate).
where:
· for the NMP (non-matching pairs):
	False positive rate (false alarm rate) = (FP) / (FP+TN)
	The denominator is the total number of non-matching pairs in the NMP list.
· for the MP (matching pairs):
	True positive rate (success rate) = TP / (TP + FN)
	The denominator here is the total number of matching pairs in the MP list.

	where:  TP – denotes the number of true positives, FP - the number of false positives, 
		TN - the number of true negatives, and FN - the number of false negatives.

For initial evaluation of proposals target false alarm rate (across experiments 1a,2,3,4,5) is set to 1%.
It must be understood that for some applications CDVS desciptors should support operation at lower false alarm rates (e.g. 0.01%).  Therefore evaluations at lower false alarm rates may be introduced during core experiment stage.

Accuracy of localization
Localization is reported by coordinates of vertices of bounding quadrilaterals within a full-resolution query image.  Accuracy of localization shall be measured using a ratio:
              <Area of both quadrilaterals that overlap> / <Total area filled by both quadrilaterals> [%]

Average values of localization accuracy parameters shall be produced for:
· all pairs annotated as matching 
· all pairs detected as matching from the set of annotated mathcing pairs
for each of pairwise matching experiments 1a, 1b, and 1c.

Complexity measurements
Complexity shall be measured by proponents using retrieval and pairwise-matching Experiments 1.a, reporting the following characteristics:
· average time of extraction (across all files used in pairwise-matching experiment)
· average time of retrieval (across all queries in retrieveal experiment)
· average time of pairwise matching
· average time of pairwise matching with localization.
[bookmark: OLE_LINK3]
These numbers shall be reported for all descriptor lengths used for evaluation of performance.
This report shall include specification of machine used for experiments.

The timing shall be measured when execution (affinity mask) is constrained to a single thread/ single CPU operation. Time measurements functions to be used are provided in C/C++ example modules in the evaluation software.

All time measurements will be verified on-site during 98th MPEG meeting by running delivered software modules on the following reference platform:
· Dell Precision workstation 7400-E5440 with 2.83GHz Intel XEON CPU, with 16G of RAM and 2T HDD, dual-boot 64-bit Linux, and Windows 7.
 
The following limits for average time numbers on reference planform in each experiment must be met:
· extraction time: must not exceed 2 seconds 
· pair-wise matching time: must not exceed 1 second
· retrieval time: must not exceed 5 seconds
  
Only proposals that meet these limits will be further considered, and the decision on which one to select will be based mostly on precision/rate characteristics. Complexity information will be used to decide among best performing proposals but only as a secondary characteristic.

Proponents are also required to report amounts of memory, such as 
· amounts of memory used by software implementations, and
· footprints of executable modules
which are needed to implement descriptor extraction and matching, as well as reliance on the use of external libraries or tools, such as OpenCV.

Proponents are encouraged to provide additional information on computational complexity of their techniques, such as:
· numbers of operations (use of floating point vs. integer arithmetic),
· suitability of proposed algorithms for implementations using SIMD, parallel, and vector processing architectures, 
· suitability for hardware implementation (e.g. exemplified by FPGA designs).
6. Interfaces and software modules to be submitted
Proponents are expected to deliver the following software modules.
C/C++ templates for design of these modules are provided in the CDVS evaluation software, available at: http://wg11.sc29.org/visual-search/
6.1 Descriptor extraction module
Shall be implemented as stand-alone application, with the following command-line interface:

<proponent name>_extract     <images> <descriptor extension> [options]

where:
    images 		- specifies list of images (text file, 1 file name per line)
    descriptor extension 	- file name extensions to be assigned to descriptor files    

options:
    -rate <bytes> 		- sets target descriptor length

Additional options needed for illustration of functionality of proposals may also be defined by proponents.

The supplied C/C++ software project “Extract” provides command-line parsing, timing, and JPEG-file decoding functions that can be used in implementation of this module. 
6.2 Database index construction module
Shall be implemented as stand-alone application, with the following command-line interface:

<proponent name>_mk_index    <images> <descriptor extension> <index> [options]
 
where:
    images		- specifies list of database images (text file, 1 file name per line) to be indexed
    descriptor extension	- file name extensions (for example, .cdvs) assigned to descriptor files
    index                           	- specifies name of index file (or multiple index files) to be generated
    options 		- optional parameters 

The supplied C/C++ software project “mk_index” provides command-line parsing and timing functions that can be used in implementation of this module. 
6.3 Retrieval module
Shall be implemented as stand-alone application, with the following command-line interface:

<proponent name>_retrieve    <index>  <descriptor extension>  < annotations> < results> [options]

where:
    index 		- name of the database index file to be used for retrieva
    descriptor extension 	- file name extension (for example, .cdvs) assigned to descriptors
    annotations 		- ground-truth annotations for retrieval experiments
    results 		- name of file for storing ranked lists of results retrieved  per each query
   options 		- optional parameters

It is expected that this program will produce a file with results stored in same format as ground truth annotations for retrieval experiments (see section 3.2). The number of reported results for each query shall not be larger than 500.

The supplied C/C++ software project “Retrieve” provides command-line parsing and timing functions that can be used in implementation of this module. 
6.4  Pair-wise descriptor matching module
Shall be implemented as stand-alone application, with the following command-line interface:

<proponent name>_match  <matching-pairs> <non-matching-pairs> <descriptor extensions> <results> [-localize] [options]

where:
   matching-pairs 	- specifies list of matching pairs of images
   non-matching-pairs 	- specifies list of non-matching pairs of images
   descriptor extension 	- extensions (for example, .cdvs) assigned to descriptor files
   results 		- name of file for storing results of pair-wise matching experiments

options:
    -localize or -l		-instructs program to perform localization precision test 

It is expected that this program will produce a text file, storing per each line scores associated to each matching operation  (scores for matching pairs first, following by non-matching pairs) 
 
When “-localize” option is specified, the program shall read localization annotation files  (*.bbox files with same names/locations as descriptors), and produce bounding quadrilateral information for each matching pair in the experiment.  Bounding quadrilater information shall be saved in the output file after matching scores, as 8 additional values, representing (x,y) parameters of 4 vertex points. 

The supplied C/C++ software project “Match” provides command-line parsing and timing functions that can be used in implementation of this module. 

The matching operation can be changed based on the input descriptor length(s) but no other information related to the experimentation framework shall  be used (e.g. such as the which experiment is perfromed) .
7. Summary tables of results to be reported
Experimental results shall be reported using Tables 6-9. Symbos ‘X’ in these tables denote datapoints that shall be provided.

Table 6. Retrieval experiment results.
	Experiment number
	Query
descriptor lengths
	Performance
	Complexity
(execution time)

	
	
	Mean average precision
	Performance for top match
	

	1a



	512
	X
	X
	X

	
	1K
	X
	X
	X

	
	2k
	X
	X
	X

	
	4k
	X
	X
	X

	
	8k
	X
	X
	X

	
	16k
	X
	X
	X

	1b
	512
	X
	X
	

	
	1K
	X
	X
	

	
	2k
	X
	X
	

	
	4k
	X
	X
	

	
	8k
	X
	X
	

	
	16k
	X
	X
	

	1c
	512
	X
	X
	

	
	1K
	X
	X
	

	
	2k
	X
	X
	

	
	4k
	X
	X
	

	
	8k
	X
	X
	

	
	16k
	X
	X
	

	2
	512
	X
	X
	

	
	1K
	X
	X
	

	
	2k
	X
	X
	

	
	4k
	X
	X
	

	
	8k
	X
	X
	

	
	16k
	X
	X
	

	3
	512
	X
	X
	

	
	1K
	X
	X
	

	
	2k
	X
	X
	

	
	4k
	X
	X
	

	
	8k
	X
	X
	

	
	16k
	X
	X
	

	4
	512
	X
	X
	

	
	1K
	X
	X
	

	
	2k
	X
	X
	

	
	4k
	X
	X
	

	
	8k
	X
	X
	

	
	16k
	X
	X
	

	5
	512
	X
	X
	

	
	1K
	X
	X
	

	
	2k
	X
	X
	

	
	4k
	X
	X
	

	
	8k
	X
	X
	

	
	16k
	X
	X
	



Table 7. Pairwise matching experiment results.
	Experiment number
	Descriptor lengths
	Performance
	Complexity

	
	
	Success rate at target false alarm rate X
	Localization accuracy
	Without localization
	With localization

	1a



	512
	X
	X
	X
	X

	
	1K
	X
	X
	X
	X

	
	2k
	X
	X
	X
	X

	
	1K,4K
	X
	X
	X
	X

	
	2K,4k
	X
	X
	X
	X

	
	4k
	X
	X
	X
	X

	
	8k
	X
	X
	X
	X

	
	16k
	X
	X
	X
	X

	1b
	512
	X
	X
	
	

	
	1K
	X
	X
	
	

	
	2k
	X
	X
	
	

	
	1K,4K
	X
	X
	
	

	
	2K,4k
	X
	X
	
	

	
	4k
	X
	X
	
	

	
	8k
	X
	X
	
	

	
	16k
	X
	X
	
	

	1c
	512
	X
	X
	
	

	
	1K
	X
	X
	
	

	
	2k
	X
	X
	
	

	
	1K,4K
	X
	X
	
	

	
	2K,4k
	X
	X
	
	

	
	4k
	X
	X
	
	

	
	8k
	X
	X
	
	

	
	16k
	X
	X
	
	

	2
	512
	X
	
	
	

	
	1K
	X
	
	
	

	
	2k
	X
	
	
	

	
	1K,4K
	X
	
	
	

	
	2K,4k
	X
	
	
	

	
	4k
	X
	
	
	

	
	8k
	X
	
	
	

	
	16k
	X
	
	
	

	3
	512
	X
	
	
	

	
	1K
	X
	
	
	

	
	2k
	X
	
	
	

	
	1K,4K
	X
	
	
	

	
	2K,4k
	X
	
	
	

	
	4k
	X
	
	
	

	
	8k
	X
	
	
	

	
	16k
	X
	
	
	

	4
	512
	X
	
	
	

	
	1K
	X
	
	
	

	
	2k
	X
	
	
	

	
	1K,4K
	X
	
	
	

	
	2K,4k
	X
	
	
	

	
	4k
	X
	
	
	

	
	8k
	X
	
	
	

	
	16k
	X
	
	
	

	5
	512
	X
	
	
	

	
	1K
	X
	
	
	

	
	2k
	X
	
	
	

	
	1K,4K
	X
	
	
	

	
	2K,4k
	X
	
	
	

	
	4k
	X
	
	
	

	
	8k
	X
	
	
	

	
	16k
	X
	
	
	



8. Process for verification of results
Proposals shall be submitted by November 21st, 2011 (24:00 GMT) (1 week prior the 98th meeting).

The proposals are expected to include the following material:
1. Technical description of proposal; 
2. Completed information forms as provided in Appendix A of the CfP [1]
3. Files generated by running all experiments, including binary descriptor files, indices, and output text files with performance and timing results;
4. Executable software modules used to conduct experiments; 
5. Any other relevant information to help the evaluation of the proposal, for example, description of unique features and uses of proposed technology
6. Completed Patent Statement and Licensing Declaration form: http://www.iso.org/patents.

At 98th MPEG meeting proposals will be reviewed, and parties responsible for cross-checks of proposals will be assigned. Time measurements for all submitted proposals will be performed on site, during 98th MPEG meeting.

The results of cross-checks shall be delivered as input contributions to the 99th MPEG meeting. 
Resolution of any issues that may arise in the verication of results reported by proponents shall be done over AHG reflector in the period between 98th and 99th MPEG meetings. 

The results of cross-checks of proposals and other relevant information will be used to make decision on selection of Working Draft 1 at the 99th MPEG meeting. 

Proponents are advised that MPEG retains the right not to accept any proposal, to accept one or more than one proposal. In any case, MPEG intends to elaborate on the proposals retained in order to produce the Standard.

9. Source Code and IPR
Proponents of technologies that are selected for further evaluation will be required to provide source code implementation of all modules needed for reproduction of the submitted results. Such code should include standard ISO/IEC headers. Additionally, submission of improvements (bug fixes, etc.) is certainly encouraged. 

Furthermore, proponents are advised that this Call is being made subject to the patent policy of ISO/IEC (see ISO/IEC Directives Part 1, Appendix I) and the other established policies of the standardization organization.  
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