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1 Introduction
[N16918] describes the various architectural views beyond 3DoF, ranging from 3DoF+ to full 6DoF. 
3DoF+ covers MPEG-I immersive scenarios where the user does not walk in the scene, typically sitting on a chair. Scenarios where the user walks a few steps away from a central scene position are typically covered by the 6DoF scenarios, under different flavours: Omnidirectional 6DoF, Windowed 6DoF and (full) 6DoF.

The present document summarizes the requirements to cover the 6DoF scenarios, along three categories of compressed data formats:
I. Light Fields using lenslet cameras, aka plenoptic cameras capturing elemental images at high density, and high-density camera arrays 

II. Light Fields based on a sparse set of conventional cameras (possibly augmented with depth sensing devices) following the video+depth Multiview data format

III. Geometry representations of 3D objects, e.g. Point Clouds, 3D meshes, etc

2 Towards 6DoF
Motion parallax and binocular vision are important visual cues that shall be supported in early stages of MPEG-I, preferably already in phase 1; it shall become mandatory in the first stages of phase 2 that shall eventually support 6DoF with large translations from a central position in the scene, freely walking through the scene, even between objects. The features of synthesizing virtual output views along the cameras’ pathway, as well as providing the functionality of stepping in and out of the scene -i.e. moving towards and away from a central point in the scene, which adds occlusion/disocclusion handling on top of zoom-in/out - are the first necessary functionalities towards 6DoF to be supported.
The scene information required to support such 6DoF functionality is either embedded in the Light Field that can be acquired with surrounding cameras, or may be directly described geometrically (e.g. point clouds, 3D meshes, etc) representing the source from which the Light Field emanates. 
Light Fields that are densely captured (category I), for example with plenoptic cameras, support the functionality of perspective view changes over the camera’s field of view, which in practical cases is rather shallow. The high density of its elemental images simplifies the post-processing for perspective view changes, compared to Light Fields that are captured with a sparse camera set (category II), aka Multiview. 
This Multiview category (II) typically covers much larger fields of view, at the cost of requiring supplemental data – typically depth - to synthesize output views that were not originally captured by the cameras’ acquisition setup. The corresponding data format is hence often referred to as Video+Depth Multiview. 
The boundaries between categories (I) and (II) may dissolve in coding approaches, for example when depth-assisted view synthesis is used for view prediction in improved coding, irrespective of the density of the acquired Light Field. Moreover, since category (II) is a superset of category (I), both categories requirements are merged into a single description of Video+Depth Multiview in the remainder of the document.

Starting from Video+Depth Multiview, more supplemental data can be added – e.g. geometric object surfaces, material characteristics, etc - eventually reaching a level in the scene description (category III) out of which a Light Field may be synthesized, providing a similar user experience as for categories (I) and (II). The requirements associated to this geometry representation category (III) are covered in document [N17064].
3 Requirements for Video+Depth Multiview Source Data Format
3.1 Video data

 The uncompressed data format shall support multiple camera input and multiple camera output configurations, with a higher number of output views than input views. The input camera views along pathways different from 1D linear arrays shall be supported, encompassing non-linear horizontal, horizontal/vertical and free-form (randomly placed, calibrated) camera setups. The number of input and output views should vary between tens and hundreds of views. 
The input views may cover different camera orientations: (i) all cameras converging towards the scene, (ii) divergent cameras capturing the surroundings around a central point in the scene. 
Different spatial and/or temporal resolutions over adjacent views shall be supported. 
3.2 Supplementary data

The data format shall support supplementary data to facilitate high-quality intermediate view generation. Examples of supplementary data include depth maps, reliability/confidence of depth maps, segmentation information, transparency or specular reflection, occlusion data, etc. Supplementary data can be obtained by any means. 
3.3 Metadata

The data format shall support metadata that describes the input configuration. Examples of metadata include extrinsic and intrinsic camera parameters (or a shorthand notation to generate simple camera setups like linear and arc), scene data, such as near and far plane, scene Region Of Interest (ROI) (3D position of intended screen plane, extents and position of the scene in all directions), to enable proper mapping to the 3D volume stored in/for the 3D display device.
3.4 Low complexity for editing

The data format should allow for editing with low complexity.

3.5 Applicability

The data format shall be applicable for both natural and synthetic scenes.

4 Requirements for Compression 

4.1 Compression efficiency

Compression efficiency shall be comparable or better than the state-of-the-art video coding technology such as 3D-HEVC.
4.2 Synthesis accuracy

The impact of compressing the data should introduce minimal visual distortion on the visual quality. The compression shall support mechanisms to control bitrate with a predictable impact on synthesis accuracy and its spatial distribution. For example, it may be desirable to degrade side views more in order to keep central views intact. Increasing the ratio of output/input views and/or the input views baseline should - below a reasonable threshold - introduce minimal distortion on the visual quality of synthesized output views.
4.3 Parallel and distributed processing

The compression method shall enable parallel processing on single or distributed computing units (e.g. GPUs, multiple computers, etc), without significant losses in the overall compression ratio compared to a single-threaded scenario. Distributed processing shall enable decoding of a portion of a view without the need to fully decode previous frames and/or adjacent views. Tiling and partial decoding within a central group of tiles over temporally successive frames should be supported. 
4.4 Compatibility
Compatibility with other existing standards, in particular MV-HEVC and 3D-HEVC should be supported whenever possible. 

4.5 Partial decoding
The capability to decode partial regions of the scene shall be supported in order to reduce complexity on the decoder side.
Example: Only decoding the perspective area of a picture which the viewer is watching.

The data format shall support partial decompression (random access) of some views, as well partial decompression (random access) of portions of these views without the need of having decoded all frames over all views over previous time frames to allow the decoding of future time frames or portions thereof. 
Decoding of a portion of a view without the need to fully decode previous frames and/or adjacent views shall be enabled. 
5 Requirements for Rendering 

5.1 Rendering Quality
The visual distortion over adjacent, synthesized views should be gradual and robust against input noise, illumination variations and slight artefacts in supplementary data. The temporal visual distortion within one view should also remain within limits.

5.2 Rendering capability

The data format should support improved rendering capability (e.g. step-in/out, 6DoF) and quality compared to existing state-of-the-art representations. The rendering range should be adjustable (e.g. varying cameras baseline). 
The data format should support light-field reconstruction, possibly relying on partial supplementary data decoding.
Rendering on stereoscopic Head Mounted Devices should be adjustable to the inter-ocular distance of the viewer, as well as provide motion parallax coherent with the viewer’s head displacement. For instance, a 360 degree stereoscopic video captured from multiple fixed cameras with their optical axes crossing in the centre of a virtual viewing sphere, should allow the viewer to leave the sphere’s centre and nonetheless experience correct parallax as one would experience in the real world. Moreover, the stereoscopic viewing experience should also be effective when the viewer is tilting his/her head with his/her eyes not lying on a horizontal line in space. 
5.3 Low complexity

The data format shall allow real-time decoding and synthesis of output views, required by any new display technology, with computational and memory power available to devices at reasonable levels.

5.4 Parallel and distributed rendering

The rendering method shall enable parallel processing (e.g. on GPUs), as well as on parallel processing units (e.g. on multiple computers), which is critical to achieve real-time decoding and synthesis of output views.

5.5 Display types

The data format shall be display-independent. Various types and sizes of displays, e.g. stereo and auto-stereoscopic, super multiview, integral photography displays, etc of different sizes with different number of views shall be supported. The data format should be adaptable to the associated display interfaces.
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