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[bookmark: _Toc346525325]Introduction

Today, "Internet of Things" (IoT) is an idiom currently encompassing a large variety of research, development and market efforts related to the communication between smart objects. While such an definition is, by its very nature, quite fuzzy, the market reality is very clear: the number of devices connected to the Internet will reach to 50 billion in 2020 and, together with the data they are producing, they will result in the first source of wealth in the world, at least for the IT industry.

An important factor contributing to the growing adoption of IoT (Internet of Things) IoE (Internet of Everything) is the emergence of wearable devices, a category with high growth market potential. Wearable devices, as understood commonly, are devices that can be worn by or embedded in a person and have the capability to connect and communicate to the network either directly through embedded wireless connectivity or through another device (primarily a smartphone) using Wi-Fi, Bluetooth, or another technology. 
Wearable devices, for example, allow the user to track his time, distance, pace and calories via a set of sensors in a T-shirt or on smart shoes. Another example can be smart glasses which combine innovative displays with some novel gestural movements for interaction. A classic example of implanted wearable device is a pacemaker or a heart rate monitor intelligent band aid.
Wearable devices are developed for and applied with sensor integration, to measure physical phenomena and e.g. to help people see better (whether in task-specific applications like camera-based welding helmets or for everyday use like computerized "digital eyeglass") or to help people to live and understand the world better or for health care monitoring systems. 
Wearable devices generate data of great value to the user and its communities, causing novel cloud services with advanced personalized feedbacks and requirements for interoperability.
While the examples above refer to the use cases of first interest inside MPEG, we also look forward towards more complex systems like the ones underlying drones, connected cars or smart cities, for instance.

As already brought to light by the IOTA EU project, the nowadays efforts related to IoT “show little or no interoperability capabilities as usually they are developed for specific challenges in mind, following specific requirements. Moreover, as the IoT umbrella covers totally different application fields, development cycles and technologies used vary enormously, thus implementing vertical solutions that can be labelled as "INTRAnet of Things", rather than "INTERnet of Things".”

After a preliminary study, MPEG decided to align the standardization activities related to IoT and wearable devices inside a unique effort, referred to as Internet of Media Things and Wearables. 


[bookmark: _Toc346525326]Scope of standardization for IoMT & W


The scope of the IoMT & W is to standardize a set of interfaces, protocols and associated media-related information representations related to:
· User commands (setup information) between a system manager and an MThing, cf. Interface 1 in Fig. 1. 
· User commands (setup information) forwarded by an MThing to another Mthing, possibly in a modified form (e.g., subset of 1), cf. Interface 1’ in Fig. 1.
· Sensed data (raw or processed data) (compressed or semantic extraction) and actuation information, cf. Interface 2 in Fig. 1 
· Wrapped version of interface 2 (e.g. for transmission), cf. Interface 2’ in Fig. 1
· MThing characteristics, discovery, cf. Interface 3 in Fig. 1.


[image: ]

Figure 1: Object of standardization to IoMT & W

As devices, IoTs have strong constraints with respect to the processing, storage and communication capabilities. This implies carefully design of algorithms at all levels: an MIoT camera should be able to partly analyze the captured video in order to transmit only meaningful (and probably compressed) information to the environment. Probably the most important aspect of MIoTs (and IoTs in general) is that they are part of larger systems composed by a multitude of similar or various IoTs. Such a modular approach allows a big variety of services and applications, some systems may be of large scale (e.g. a city video-surveillance system) or of small scale (e.g. a person bio-signals recorder system).

[bookmark: _Toc346525327]Terminology
The Internet of Media Things and Wearables (IoMT & W) is the collection of interfaces, protocols and associated media-related information representations that enable advanced services and applications based on human to device and device to device interaction in physical and virtual environments. Information refers to data sensed and processed by a device, and/or communicated to a human or another device. The list of terms used in IoMT & W standard is included in document N16534 Requirements on Internet of Media Things and Wearables.




[bookmark: _Toc346525328]Use cases

[bookmark: _Toc346525329]Smart spaces: Monitoring and control with network of audio-video cameras

[bookmark: _Toc346525330]Face recognition to evoke sensorial actuations
An IP surveillance camera (MThing Camera) captures A/V data and send them to both a storage (MThing Storage) and a face recognizer unit (MThing Processing Unit). When the face recognizer detects and recognizes the face of a pre-registered person, it activates a scent generator to spray some specific scent. The specific descriptors (e.g., detected face locations, face descriptors, media locations of detected moments) can be extracted and sent to a storage. In this use case, the scent generator can by replaced by any type of actuators (e.g., light bulbs, displays, music players). The user (e.g., a system designer) can setup either all the MThing in the system (i.e., a centralized manner) or only an MThing camera that can exchange necessary information with other MThings to achieve the mission (i.e., a distributed manner)

Context: an IP Surveillance camera connected with a networked storage, a (networked) face recognizer, and a (networked) scent generator in a centralized manner.
Activity: 
· A1. When recognizing a specific person, spray “Rose” scent!
	
Use case diagram:
[image: ]
Data flow table:
[image: ]


Context: an IP Surveillance camera connected with a networked storage, an (networked) face recognizer, and a (networked) scent generator in a distributed manner.
Activity: 
· A1. When recognizing a specific person, spray “Rose” scent!

Use case diagram:
[image: ]

Data flow table: 
[image: ]


[bookmark: _Toc346525331] Human tracking with multiple network cameras

Because urban growth is today accompanied by an increase in crimes (theft, vandalism, …), many towns are willing to put in place video surveillance systems that would help reduce urban crimes. Such a city video surveillance system is an MIoT system that includes a set of IP surveillance cameras (MThing Camera), a storage (MThing Storage) and a human tracker unit (MThing Processing Unit). 

A particular IP surveillance camera captures A/V data and send them to both the storage and the human tracker unit. When the human tracker detects a person in the visible area, it traces the person and extract the moving trajectory. 
If the person gets out of the visual scope of the first IP camera but stay in the area protected by the city video surveillance system, another IP camera from this system in the vicinity takes over the control and keeps capturing A/V data of the corresponding person. 
If the person gets out of the area protected by the city video surveillance system, for example the person enters into a commercial center, then the city system search if this commercial center is also equipped with a video surveillance system. If this is the case, the city video surveillance system sets up a communication with the commercial center video surveillance system in order to allow another IP camera from the commercial center video surveillance center to keep capturing A/V data of the corresponding person. 
In both cases, the specific descriptors (e.g., moving trajectory information, appearance information, media locations of detected moments) can be extracted and sent to the storage. 

In this use case, the human tracker module can control the activation and deactivation of cameras in the area. 

The user (e.g., a system designer) can setup either all the MThing in a particular video surveillance system (i.e., in a centralized manner) or only an MThing camera that can exchange necessary information with other MThings to achieve the mission (i.e., in a distributed manner)

USE CASE 1
Context: an IP surveillance camera connected with a networked storage, an (networked) human tracker, and another IP surveillance camera in a centralized manner. 
Activity: 
· A1. Human detection and tracking with multiple IP surveillance cameras located inside the area protected by the city video surveillance system

Use case diagram:

[image: ]

Data flow table: 
[image: ]


USE CASE 2
Context: an IP surveillance camera connected with a networked storage, an (networked) human tracker, and another IP surveillance camera in a distributed manner
Activity: 
· A1. Human detection and tracking with multiple IP surveillance cameras located inside the area protected by the city video surveillance system


Use case diagram:

[image: ]
Data flow table
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USE CASE 3
Context: an IP surveillance camera connected with a networked storage, an (networked) human tracker, and another IP surveillance camera in a distributed manner
Activity: 
· A1. Human detection and tracking with multiple IP surveillance cameras, camera A belongs to the city video surveillance system and camera B is exposed by the commercial center video surveillance system. Indeed camera B could be managed by the city video surveillance system after communication settings are exchanged between both video surveillance systems (interface 4 between systems).



Use case diagram: 
[image: ]

Data flow table: Interfaces and messages between MIoT Devices are the same as in USE CASE 2.

USE CASE 4
Context: an IP surveillance camera connected with a networked storage, an (networked) human tracker, and another (commercial center) video surveillance system.
Activity: 
· A1. Human detection and tracking with multiple video surveillance systems, camera A belongs to the city video surveillance system and the commercial center video surveillance system is able to provide sense data to the city video surveillance system (interface 5 between systems).


Use case diagram:
[image: ]
Data flow table

[image: ]
[bookmark: _Toc346525332]Networked digital signs for customized advertisement
A camera (MThing Camera) can be either attached to or embedded in a digital sign (MThing Display). The camera (MThing Camera) captures A/V data and send them to both a storage (MThing Storage) and a gaze tracking/ROI analyzing unit (MThing Processing Unit). When the gaze tracking/ROI analyzer detects a person in front of the corresponding digital sign, it starts to trace the eye position, calculates the corresponding region of interest on the currently played advertisement, and deduces the person’s current interest (e.g., goods) on the advertisement. When the person moves to the other digital sign, the other sign starts to play relevant advertisement based upon the pre-deduced person’s interest data.

Context: an IP camera connected with a networked storage, a (networked) gaze tracking/ROI analyzer, and a IP digital signage in a centralized manner.
Activity: 
· A1. Gaze tracking and extract ROIs (regions of interest) from a commercial advertisement
· A2. Select and display user-preferred advertisements based on the recommendation derived from advertisement ROI analyzer

Use case diagram:
[image: ]
Data flow table: 
[image: ]


[bookmark: _Toc346525333]Intelligent firefighting with IP surveillance cameras
Example of a Fire/Smoke Incident 
The figure below illustrates a conventional security system with outdoor IP surveillance cameras. The system may fail and be unable to efficiently detect and/or rapidly alert the fire/smoke incident to the fire station.

[image: ]
An example of Fire/Smoke incident on a conventional security system

Example of a Fire/Smoke Incident Under the MIoT Use-Case

The figure below illustrates an example of use-case of intelligent firefighting with IP surveillance cameras. In this case, the fire station and the security manager can rapidly recieve the fire/smoke detection alert, thereby averting a potential fire hazard. Unlike the conventional security system shown above, the outdoor scene captured by intelligent IP surveillance cameras is immediately analyzed and fire/smoke incident is automatically alerted to the fire station based on the analyzed results of the captured scene.

[image: ]
An example of the use-case of intelligent firefighting

MIoT Devices to be Considered:

In the presented use-case, it is assumed that the following MIoT devices are provided and interconnected through the network. 
1. The IP surveillance cameras connected to the fire/smoke detector through the network.
2. The fire/smoke detector connected to the IP surveillance cameras and the firefighting/alert control device through the network.
3. The fire station and firefighting device connected to the firefighting/alert control device through the network or etc.

Use-Case Diagram

The Figure below illustrates a use-case diagram which presents the data and control flows among the considered MIoT devices and a user.
[image: ]
[image: ]
Use-case diagram

 Flow of Use-Case

1. The IP surveillance camera captures a scene in the form of compressed video and sends the captured video to the fire/smoke detector and the storage (path 1) 
2. The fire/smoke detector detects a fire/smoke incident and computes the location of the fire/smoke area based on the results of the captured scene analysis. Then it sends infomation of the incident to the firefighting/alert control device, also it sends a quality control paremeter to the IP surveillance camera (path 2).
3. The firefighting/alert control device then reports the fire/smoke incident using the information of the incident received, and if possible, determines firefighting device control command (path 3).
4. The IP surveillance camera changes the coding parameters to adjust the quality of the captured video according to information of the incident received. 

Data Flow
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[bookmark: _Toc346525334]Automatic video clip generation by detecting event information 
Usually, family or friends holds many events such as birthday party, wedding memorial, pajama party at home. By using surveillance camera, these events can be detected and pictures or videos taken while the event can be used to make a time-lapse video. This use case describes automatic video clip generation by detecting event information from audio/video streaming feed from a video camera 

Context: an IP Surveillance camera connected with a networked storage, an (networked) audio/video analyzer, and a (networked) video maker.
Activity: 
· A1. Saves Photo/Video to the (Cloud) Server for user review
· A2. Provides Internet (or Cloud)-based service to access saved video footage or photos
Use case diagram:
[image: ]

Data flow table:

[image: ]

[bookmark: _Toc346525335]Self-adaptive quality of experience for multimedia applications 

The self-adaptive multimedia application is an IoT application working on wearable device with software framework, which is a middleware to provide optimal QoS performance for each IoT application, with the static/dynamic information of application and system resource in IoT devices.
 This figure below shows basic information for self-adaptive applications in conceptual Wearable MPEG model.

[image: ]
Self-adaptive applications 

User initially starts self-adaptive multimedia application and updates the initial setup to guarantee the application’s performance quality in wearable device. The self-adaptive application needs the static/dynamic status information between wearable device and processing unit.
And then, the self-adaptive application is normally running on wearable devices until status’s change/update event is generated. These events happen at the detection moment of performance’s level decrease and then the status information request is sent to the processing unit.
The processing unit can support heterogeneous type of wearable devices and it includes static/dynamic system manager to optimize computing performance. The processing unit performs resource management optimally, based on the performance requirement of self-adaptive application.

Dataflow for self-adaptive multimedia application

[image: ]

[bookmark: _Toc346525336]Ultra wide viewing video composition
A use case for ultra-wide-viewing video composition using captured videos from multiple cameras equipped with multiple sensors (time, accelerator, gyro, GPS, and compass) along with a video composer, storages, and display devices as MThings.

[image: ]
UWV system flow

Context: multiple IP cameras connected with networked storages, a (networked) video composer, and multiple (networked) display devices

Activity: 
· A1. Capture videos and its sensor data from multiple cameras (or mobile phones).
· A2. Compose (e.g., stitch) ultra-wide-viewing videos using obtained input videos and sensed data.
· A3. Display the ultra-wide-viewing videos to various types of display devices and store them.

Use case diagram:

 [image: ]

Data flow table:
[image: ]


[bookmark: _Toc346525337]Temporal synchronization of multiple videos for creating 360° or Multiple view video 
A video is created using videos captured by multiple cameras. A camera has its own local clock with various sensors and can record the shooting time based on local clock. Because each camera has a different timeline, if you create a video (e.g. 360 Video) using time information (ex. Stitching) by two different devices, you may get some erred results. 
If the time offset information between individual videos are obtained by performing temporal synchronization using visual information with sensor data, it can help to create a natural-looking video.
Also, if individual video is transmitted through the network, people can watch the videos taken from various viewpoints of the event. Someone just watches one video, another watches multiple videos at the same time, and someone else wants to watch videos alternately. Temporal synchronization between videos is necessary to see seamlessly when changing a video or watching videos at the same time.

Context: Videos and sensed data (including time, GPS, gyro, etc.) are obtained when a specific event is captured with cameras. Videos and sensed data are transmitted to temporal synchronizer. The temporal synchronizer synchronizes the videos using visual data (audio, image) and sensed data. As a result, time offset for temporal synchronization is calculated and transmitted to storage. A viewer’s device can receive time offset from storage and videos from individual camera to watch videos the way he wants. Or a viewer’s device can perform stitching of videos using the given temporal information to create 360° video.   

Activity:
A1. Capture an event with cameras.
A2. Send captured videos and sensed data to temporal synchronizer.
A3. Calculate time offset for temporal synchronization using videos and sensed data.
A4. Store time offset and captured videos to storage.
A5. Send temporal offset, captured video to Viewer’s device.
A6-1. Play videos the way viewer wants (multiple view) using temporal offset.
A6-2. Play the 360 video created by stitching videos from various source using temporal offset information. 

Use case diagram:

[image: C:\Users\yoonk\Dropbox\00윤경로\00MPEG\117차MPEG(Geneva)\usecase.png]

Data flow table:

[image: C:\Users\yoonk\Dropbox\00윤경로\00MPEG\117차MPEG(Geneva)\DataFlow.png]





[bookmark: _Toc346525338]Smart spaces: Navigation

[bookmark: _Toc346525339]Blind person assistant system 
Collision warning
A blind person carries a smart cane, a vibration band, a smart phone, and a networked headphone. The smart cane equipped with distance sensors (e.g., an ultrasonic sensor, an infrared sensor) can measure the distance between the cane and obstacles in front. A collision coordinating unit (MThing Processing Unit) receives the distance data and decides what actions to take. If the distance is reasonably far, an alarming text data of the corresponding distance (e.g., “5 meters before colliding obstacles ahead.”) is produced by the collision coordinator and sent to a Text-to-Speech generating unit (MThing Processing Unit). The Text-to-Speech generator creates the corresponding audio file and sends its URL to a networked headphone. The headphone plays the corresponding audio files to the blind person. If the distance is really close enough, the collision coordinator activates either a wrist band to vibrate or the headphone to create beeping sounds.

[image: ]
Figure. Blind person assistant system to avoid obstacles.

Context: a collision coordinator connected with an ultrasonic sensor attached on a cane, a vibrator (e.g., a wristband), a networked headphone, and a text to speech generator.

Activity: 
· A1. Detect obstacles and alert to a blind person.

Use case diagram:
[image: C:\Users\JMH\Pictures\1시나리오.png]


Data flow table:
[image: C:\Users\JMH\Pictures\울트라소닉표.png]
[image: C:\Users\JMH\Pictures\울트라소닉표.png]
 Guiding direction
Assume that a blind person travels to a destination. The global navigation can be provided by any web service. However, the local navigation can be enhanced by RFID tags that contain the exact location coordination. The RFID tags, therefore, can be embedded in every corners of the streets. The blind person carries a smart cane, a smart phone, and a networked headphone. The smart cane is equipped with a RFID reader, some inertia sensors (e.g., a gyro, a compass). The RFID reader can read the RFID tags embedded in every street corners. A direction guiding unit (MThing Processing Unit) receives the RFID tag data and retrieves the current location of the blind person. Combining with the other inertia information, the direction guider creates directional guidance (e.g., “Turn left”, “Turn left a little more”, “OK, go straight”) and sends it to a Text-to-Speech generating unit (MThing Processing Unit). The Text-to-Speech generator creates the corresponding audio file and sends its URL to a networked headphone. The headphone plays the corresponding audio files to the blind person.

[image: ]
 Blind person assistant system to guide advancing direction.

Context: a direction guider connected with a GPS, an RFID reader, a compass sensor attached on a cane, a database, a networked headphone, and a text to speech generator.
Activity: 
· A1. Read the RFID tag nearby and retrieve the location information of the RFID tag
· A2. Give a directional guide (e.g., turn right, turn left)

Use case diagram:
[image: C:\Users\JMH\Pictures\2시나리오.png]

Data flow table:
[image: C:\Users\JMH\Pictures\2테이블.png]

Informing local landmarks
Assume that a blind person arrives at the destination. The blind person wears a smart glass equipped with a camera, a smart phone, and a networked headphone. The camera (MThing Camera) takes an image shot in front of the person and send it to a visual feature extracting module (MThing Processing Unit).  The visual feature extractor extracts feature data (e.g., CDVS, CDVA, MPEG-7 Visual D) from the image and sends again to a landmark finding unit (MThing Processing Unit). The landmark finder compares the feature data from database and retrieves the name of which he/she is watching. Upon the retrieved name, the landmark finder creates landmark name guidance (e.g., “You are in front of the Burger King”) and sends it to a Text-to-Speech generating unit (e.g., MThing Processing Unit). The Text-to-Speech generator creates the corresponding audio file and sends its URL to a networked headphone. The headphone plays the corresponding audio files to the blind person.

[image: ] 
Blind person assistant system to inform local landmarks.

Context: a landmark finder connected with a smart glasses with a camera, a video feature extractor, a networked storage, a networked headphone, and a text to speech generator.
Activity: 
· A1. Detect the landmark and make a sound about information of landmark.
Use case diagram:
[image: C:\Users\JMH\Pictures\3시나리오.png]

Data flow table:
[image: C:\Users\JMH\Pictures\3테이블.png]

[bookmark: _Toc346525340]Personalized navigation by visual communication 
 
Currently, there are a variety of wearable devices that are commercially available: Google Glass, Samsung Galaxy gear, Apple watch, LG Watch, Moto 360 and so on. Visual messages can improve the efficiency of the interaction between the user and the wearable device when the display resources are very restricted.
In a visual communication everyone can understand intuitively a pictogram. So people can easily express an implicit meaning or an ambiguous emotion. When people can't express implicit meaning or ambiguous emotion, it's possible to visually communicate, e.g.via simple emoticons.

The rough map program on wearable device (ex: smart watch, google glasses) is executed by user who is on tour in abroad. User is doing to locate visual objects such as his/her characters, restaurants, and attractions on rough map and presses the button to take a tourist route which is recommended by process unit. Wearable device is transmitting data which consists of information related to visual object reflecting user intentions and contexts sensed by sensors (ex: location, weather, time, and temperature) to processing units or servers to request for recommendations. The processing unit is made a recommendation including visual object, service information, and tourist route based on processing data received from wearable device and sending a recommendation to wearable device. The wearable device is displayed recommended tourist route according processed information to user using visual objects on the rough map.
[image: ]

This use case is related to visual communication via wearable devices. We explain the use case with the following steps.
· Step. 1: User requests the way to destination from current location.
· Step. 2: Processing unit calculates optimal route and delivers the recommendation to wearable device.
· Step. 3: Wearable device shows the visual object to user.
· Step. 4: User moves according to the guidance.
· Step. 5: Wearable device continuously sends some sensed information such as weather and traffic situation to smart device.
· Step. 6: Processing unit performs route re-search task based on received information.
· Step. 7: If there is renewal recommendation, wearable device shows updated visual object to user. 
· Step. 8: User arrives at the destination easily with the help of a wearable device.

[bookmark: _Toc346525341]Personalized tourist navigation with natural language functionalities
Speech translation 
Natural language is a very convenient interface between a human user and the computer. The user can control the machine with a speech command, find information, and ask questions to the intelligent agent inside the smart-phone or a server. With the wearable devices and the natural language communication, the user can have the freedom to participate in an activity without using a keyboard or any other terminal devices.
Wearable devices with natural language interface can provide accessibility functionalities for people with disabilities. Smart watch/glasses can guide people with low or no vision for the direction using location and visual information and speech interface. Smart devices can provide sound information to the people with hearing problems using vibration of the watch or some light signals from the smart-glasses when some emergency situation occurs. People of low intelligence or reading problems can also benefit from wearable devices through reading software embedded in or connected to the devices.
Speech translation for people of different languages is a very convenient service in the multi-cultural, multi-lingual society and in a global environment. Evolving from being delivered on a PC through laptop and tablets to smart-phone, speech translation systems are getting more usable with wearable devices. When a user speaks to the microphone embedded in the smart watch or headphone in one language in a conversation with another user with different languages, it will be translated to the target language. 

The result of the translation can be heard by the user of the target language through the wearable device. The translation engine is either in the remote server (remote translation system) or in the smart-phone (stand-alone translation system) which is connected to the wearable device. With the wearable translation service, the user is able to use his hands freely while the conversation is translated. The wearable device is also used for finding someone automatically who can speak one of the languages which the embedded translation system handle in a travelling situation.
[image: ]




Data flow table:

[image: ]


Question-Answering 

Question answering (QA) is an advanced function to generate answers for the user’s question in a natural language. More systems in the future are expected to be equipped with QA functions for advanced user experience. The QA architecture in Figure below is the general one which takes the user question as input and produces an answer as output after following each step of the QA process. In this contribution, we introduce a use case of applying QA through wearable devices.

[image: ]
Example of Question Answering Service

Figure 30 shows the following use case: Michael visits Milano, Italy for his vacation. It is his first time in Italy and he does not have much knowledge on history or location of the various attractions. Using his wearable device, a smart headphone, he asks all the questions in natural language via speech interface and receives answers conveniently through the intelligent QA service. He can travel around in Milano easily without help of a tour guide

[image: ]
QA through Wearable device

Data flow table:
[image: ]


Multimodal interaction

User interfaces to various devices have been enhanced in the direction of improving convenience of communication and providing rich user experiences.  Multimodal user interfaces are to combine independent modalities such as speech, gestures, text and touch depending on situations to achieve maximum convenience to use devices. Multimodal interaction with wearable devices would compensate with the failure cases where single modality is used. For example, when the speech recognition does not work very well with complex sentences, gesture command can support the missing information. Depending on the situation of the users, one modality is better than others and most times combined modalities, e.g. speech plus gestures, work better. The Figure below presents an example of multimodal user interface using speech and gestures. This document presents use cases of multimodal interaction for wearable devices and their requirements in aspect of wearable MPEG.

[image: Description : qa2]
Multimodal interaction using speech and gestures

People use multiple modalities such as gesture and facial expressions as well as speech in every day communication to improve understanding of the conversation. In case of the Question Answering use case ([2] m36093 of 112nd MPEG meeting, 2015-02), people sometimes mention a picture or some entity around them showing to the other party. In addition to using multimedia contents itself, people frequently indicate some objects with hands pointing to them. The following example question includes multiple modality, speech and gesture, which is described in Figure 32.

The User: pointing to the building on the right side, “Is there a bank in that building?”

[image: ]
Multimodal interaction for wearable devices

Facial expressions are used to help people understand the speaker’s emotion and intention and help communication among people go smoothly. They are used not only for everyday conversation but also for people with disabilities. Deaf people use facial expressions in addition to lip reading to communicate with other people. The facial expressions are also used together with sign languages for communication by many deaf people. Sign language interpreters use their hands and facial expressions when interpreting spoken languages to the deaf people. Considering that wearable devices could be good tools to improve accessibility for people with disabilities or specific needs, facial expressions that transmit the user’s intention and emotion to the communication partner should be supported to enhance user interface.









Data flow table:

[image: ]



[bookmark: _Toc346525342]Smart identifier: Face Recognition on Smart Glasses
Use Case of Face Recognition on Smart Glasses
This document presents a use case of face recognition using smart glasses including examples of interfaces between main blocks and their functionalities. The conceptual diagram of the use case is shown in the figure below. In the use case, firstly a face region is detected from the incoming image sequence, and then the detected face is recognized, finally the identification information associated with the recognized face is presented to a user.
As mentioned earlier, the whole processing required for face recognition can be shared by both processing units in an efficient manner. In other words, a rectangular region, from which a face is supposed to be detected, is extracted in the embedded processing unit by relatively simple pre-processing. Then, the extracted region is transmitted to the main processing unit in which face detection and recognition are performed with enough computational power. 
In this way, only the extracted region delivered to the main processing unit is processed for the face detection and recognition rather than processing the whole image. In addition, the main processing unit utilizes various analysis algorithms and related information searched and retrieved from Big Data through interwork with the Internet. Finally, the associated identification information is delivered from the main processing unit to smart glasses. As results, the use case of face recognition can be supported more efficiently with the quick provision of the associated identification information to a user.
[image: ]
Use case representation

Interfaces among modules in the use case
Fig. 2 shows interfaces among modules and the associated information to be delivered in the conceptual diagram of the proposed use case. Parts of the specification of the interfaces and/or normative description of the information to be delivered should be provided in IoMTW. The interfaces and information are summarized as follows and also shown in Table 1.
[image: ]
Interface and information in the use case of face recognition

Data flow table:
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[bookmark: _Toc346525343]Smart advertisement: QR code recognition on smart glasses 
Use Case of QR Code Recognition on Smart Glasses
[bookmark: OLE_LINK30][bookmark: OLE_LINK31][bookmark: OLE_LINK27][bookmark: OLE_LINK28]QR code is a standardized 2D barcode which is represented in the image sequence and can contain a lot of information. Its applications include the exchange of information, product tracking, item identification, and general marketing. 
This document presents a use case of QR code recognition using smart glasses including examples of interfaces between main blocks and their functionalities. The conceptual diagram of the use case is shown in figure below. In the use case, firstly a region including QR code is detected from the incoming image sequence, and then the QR code is recognized by analysing the detected region, finally the identification information associated with the recognized QR code is presented to a user. 
[bookmark: OLE_LINK36][bookmark: OLE_LINK34][bookmark: OLE_LINK35][bookmark: OLE_LINK18]The whole processing required for QR code recognition can be shared by both processing units in an efficient manner. In other words, the scene in user’s view is acquisitioned by the camera and a region mark, from which a QR code is supposed to be detected, is extracted in the embedded processing unit by relatively simple pre-processing on the incoming image sequence. Then, the extracted region is transmitted to the main processing unit in which QR code is recognized and the associated rich information is retrieved. 
In this way, only the extracted region delivered to the main processing unit is processed for the QR code recognition rather than processing the whole image. In addition, the main processing unit retrieves the related information through the Internet. Finally, the associated information is delivered from the main processing unit to smart glasses to be presented to a user. As results, the use case of QR code recognition can be supported more efficiently with the quick provision of the associated information to a user.

[image: ]
Use case diagram

Interfaces among modules in the use case
Fig. 2 shows interfaces among modules and the associated information to be delivered in the conceptual diagram of the proposed use case. Parts of the specification of the interfaces and/or normative description of the information to be delivered should be provided in IoMTW. The interfaces and information are summarized as follows and also shown below.
[image: ]
Interface and information in the use case of QR code recognition

Data flow table:
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[bookmark: _Toc346525344]Smart environments in smart cities

A city becomes smart when it traditional infrastructures are combined with disruptive technologies to improve life of its citizen and business activities in a sustainable way.

As an example, traditional transport infrastructure is evolving towards Intelligent Transport Systems (ITS) build on IT applications involving vehicle to infrastructure and vehicle-to-vehicle communications (see use cases on smart cars).

Then, the realization of smart cities involves aggregating operation of different subsystems that shall retain their primary private function but must interact with each other in order to fulfill more global objectives.

This aggregation of subsystems could be made between homogeneous subsystems (see the use case on human tracking with multiple network cameras for an example of communication between two video surveillance systems) or between heterogeneous subsystems (for example between transport subsystems and weather and pollution monitoring subsystems).

Aggregation could also be made either through communications between functional systems operating inside the same area or operating in spatially correlated area, from the smart buildings to smart cities, and ultimately to smart territories (see the use case on human tracking with multiple network cameras for an example of communication between two video surveillance systems).

The Figure below illustrates in the second case how a smart city (in this example the Parisian region) could be defined as spatial correlation of different subsystems. In this example, the Parisian region is defined as a collection of regions (including the “Seine et Marne” region) associated with Paris. Paris is first subdivided in areas and then each area is subdivided as a collection of smart buildings (smart museum being a particular case of smart building). Similarly, the region “Seine et Marne” is subdivided into cities (Champs-Sur-Marnes), then in area (Descartes Campus being an example of a university campus) and finally in smart buildings (Coriolis being a real example of an energy positive building located in the Descartes Campus).

[image: ]
Smart city (Parisian region) as an example of spatial correlation of different subsystems.

In the rest of this section, specific use cases related to several particular smart buildings, namely smart factory, smart musem, and smart house will be first presented. Then a use case related to ITS will introduced the concept of smart car.


[bookmark: _Toc346525345]Smart factory: Car maintenance assistance A/V system using smart glasses
The Figure below illustrates the use case of smart glass for the car maintenance system. It is assumed that a technician wearing smart glasses is performing the car maintenance. The smart glasses automatically provide a list of maintenance manuals related to a specific part to be checked on the display, then a user select and read the necessary manual by using hand gesture. In this way, a user efficiently does maintenance work using both hands freely. 



Use-case diagram

Data flow table:



[bookmark: _Toc346525346]Smart museum: Augmented visit museum using smart glasses
The Figure below illustrates a use case of augmented visit museum with smart glasses, in which augmented information such as a narrative explanation about a modern work of art and a video clip showing the painter interview can be provided according to a user’s request invoked by hand gesture. In this way, a user enjoys museum tour with rich information presented by smart glasses without any guide brochure and/or the help of guider. 



Use-case diagram

When a user wants to know the details of a specific picture, the picture is identified by the recognition of picture identification number displayed under the picture by smart glasses. Then, the available information associated with the identified picture such as video clips explaining the artists of the painter are listed on the smart glasses. Then, a user selects one of the clips and plays the clip. Basic types of play controls such as play, stop, pause, fast forward, and random access are enabled. In this use case, such interaction with smart glasses are enabled by hand gesture. In order to do that, hand gesture is recognized and is mapped into a command to control smart glasses and an application available in smart glasses. Much more diverse use cases using gesture-based commands enabled smart glasses are possible in museum visit.    

Data flow table:
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[bookmark: _Toc346525347]Smart house: Light control and vibrating subtitle

Light Control with respect to the characteristics of the music being played
Smart Lights provides APIs to change brightness, hue, and saturation. By using these APIs, use can control light characteristics remotely. This use case describes automatic light control system with respect to the sound near to the light. For example, if music being played contains high frequency, light turns to red, or, contains low frequency, light turns to blue.  

Context: MIC connected to network, Audio Analyzer, Light Control Service..
Activity: 
· A1. User plays music and MIC receives the music being played. 
· A2. Brightness/Hue/Saturation of IoT Light will be changed according to the characteristics of the music. 

Use case diagram:
[image: ]

Data flow table:

[image: ]

Vibration subtitle for movie by using wearable device

Recently, the user experience in movies theaters is continuously increasing: you can watch the movie with 3D glasses or vibration seat chair in order to get more fun. You can also enjoy this vibration by using smartphone, smartwatch and bluetooth earphones at home.

In the presented use-case, as a use-case of IoMT&W, several in-entertainment device communications are investigated. The wearable devices can make vibration when the smart phone make vibration at the same time.


Use case diagram

[image: ]
Flow
- Run WearableDevices application to connect SmartTV or SmartPhone
- Select Movie with Vibration Subtitle and Play SmartTV or SmartPhone
- SmartTV or SmartPhone send vibration information to Wearable Devices at the same time

Data flow table

[image: ]





[bookmark: _Toc346525348]Smart car: Head-light adjustment and speed monitoring 

Use-Case of Vehicle Headlight Adjustment 
 Example of the glare issues
[bookmark: OLE_LINK1]The Figure below illustrates the glare issue when a driver (Driver A) chooses to turn on his/her vehicle headlight, such as high-beams or High Intensity Discharged (HID) lamps.  In this case, Driver A is not only causing a potential glare issue for oncoming traffics, but also for drivers who are driving in the same direction as Driver A.

 [image: ]
Glare issue 

The Figure below illustrates the vehicle headlight adjustment. In this use-case, the brightness and direction of vehicle headlights can be adjusted according to the traffic situation around the driving vehicle.
[image: ]
Headlight adjustment 

 Considered IoMT&W devices

It is assumed that some MIoT devices are available in this use case as follows.

1. The camera of vehicle connected to the traffic analyzer through the network or etc.
2. The traffic analyzer connected to the camera of vehicle and the vehicle headlight control device through the network or etc.
3. The vehicle headlight connected to the vehicle headlight control device through the network or etc.

 Use-case diagram

In the use-case diagram the flows of data and control signals among IoMT&W devices and a user are presented.
[image: ]

User-case diagram

Flow of the use-case
1. The camera of vehicle captures a scene around the vehicle and sends a captured video to the traffic analyzer and the storage.
2. The traffic analyzer detects and traces other cars. And then it sends infomations of traffic situation to the vehicle headlight controller.
3. The vehicle headlight controller classifies the traffic situations using a recieved informations of traffic situation, and then determines vehicle headlight adjust command
4. The vehicle headlight controller adjusts the vehicle headlight according to the headlight adjust command determined based on traffic situation 
Data flow
[image: ]1’
2’
1’
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Speed Monitoring of a vehicle to adjust volume level
There exists number of ICT devices in vehicle these days. It includes in-dash display, HUD, cameras, black boxes, proximity sensors, OBD-II connecter devices, and smartphone. Some of these devices gather information inside or around the vehicle. For example, black boxes gather live feed video from front/rear/birdview camera and store on memory card. OBD-II connected devices reads diganostic information such as speed, RPM from ECU. These devices work as sensor device in MPEG-V. Devices such as in-dash display or HUD are to display information and media, and they work as actuator in MPEG-V. Devices such as smartphone are to provide connectivity to the Internet. 

This use case scenario describes how to provide automatic volume control by using OBD-II. While driving, noise from engine room to cabin varies with respect to RPM and speed. Noise increases when RPM and/or speed goes high and interfere with audio listening. To provide more comfortable listening enviroment, volume is adjusted with respect to current speed or RPM of a vehicle. 

Context: OBD-II connected to network, Head Unit of a car, and Volume Matching Service..
Activity: 
· A1. RPM/Speed of a vehicle changes. 
· A2. Volume of Head Unit(sound system) changes according to the RPM/Speed value. 

Use case diagram:
[image: ]

[image: ]






[bookmark: _Toc346525349]Smart collaborative health
[bookmark: _Toc285723743][bookmark: _Toc285723770][bookmark: _Toc346525350]Increasing patient autonomy by remote control of left-ventricular assisted devices 
Current day left-ventricular assist devices are generally managed by some parameters set before the patient leaves the hospital. However, in order to increase the life autonomy of the patient, solutions for ensuring the possibility of bi-direction communication between the heart and the physician, in the sense of distant control and monitoring of its state and the state of its host (the human) are searched for.  
A patient with an left-ventricular assist devices is having a breathing problems, and an ambulance car is taking him to the hospital. While the patient is transported, he is connected with a range of sensors: blood pressure, body temperature, breathing, etc. and monitored with a real-time camera. All these sensors (sources of precious information) are connected to a processing engine, which gathers all data and transmits them to the hospital where the patient is heading. At the same time the physician remotely accesses the sensors, reads the data and actually interacts with them, especially with the patient artificial heart, by controlling the tempo, the level of compression etc. 

Data flow:

[image: Macintosh HD:Users:mihaimitrea:Desktop:Capture d’écran 2016-06-02 à 18.55.28.png]

[bookmark: _Toc346525351]Diabetic coma prevention by monitoring networks of in-body / near body sensors

The possibility of deploying reliable services around in-body devices [http://www.holstcentre.com/en/FutureVisions.aspx] is currently under investigation. These devices are battery-free wireless intelligent sensor modules implanted in the body to enable continuous health monitoring in the future. Tiny sensor-devices gather physiological information and communicate this to the outside world if deviations in physiological properties are detected.

John Smith, 55 years old, suffers from diabetes: so, the physical activity would be of much help for him but might also cause him a sever coma situation. 
John visits his doctor for implanting the latest glucometer, which is the size of a rice grain. Now, he can go for a walk or a mild jogging every day. The in-body glocometer is connected to a processing engine, which also receives relevant data from his wrist device measuring his body temperature, skin humidity and hart rate. His training schedule automatically adjusts to his physical performance, through an intelligence medical service.
Two years later, the sensor registers abnormal patterns in the received sensors signals. A visit to his doctor is scheduled automatically. 

Data flow:

[image: Macintosh HD:Users:mihaimitrea:Desktop:Capture d’écran 2016-06-02 à 18.54.16.png]

[bookmark: _Toc285723740][bookmark: _Toc285723767][bookmark: _Toc346525352]Enhanced physical activity with smart fabrics networks
A digital t-shirt is also called d-shirt. It is made of intelligent fabrics integrating sensors in its design for monitoring and gathering data (audio/video + semantic description about them) from the person wearing it and the environment where the person is. d-shirts also send/apply some information/feedback to the wearer by vibration and enables haptic interaction [http://www.cityzensciences.fr/en/].
A person is making smart sports by wearing a smart digital shirt (d-shirt) for optimizing his activity. While running, the d-shirt is capable of recognizing the type of activity, his state, and provides a feedback on the persons skin. If the person is running in a new environment and needs guidance for the route, by following the feedback from his d-shirt he is able to make his course as planned, with a tempo well adapted for his age, weight and condition. While running he can also record the environment (audio/video).
By allowing the d-shirt to communicate with the processing unit (an intelligent and more powerful device), the user is capable to see his results at the end of his activity, and let the processing unit make a recommendation for the next activity.


[image: ]
D-shirt, an intelligent digital t-shirt

Data flow:
[image: Macintosh HD:Users:mihaimitrea:Desktop:Capture d’écran 2016-06-02 à 18.52.18.png]


[bookmark: _Toc346525353]Medical assistance with smart glasses

Medical application is one of the most promising areas in which smart glass can play a continuously increasing role, thank to their possibility of combining voice and gesture commands to displaying properties,.  

In general, it is assumed that there are two available processing units in a wearable smart glass using for the medical applications: one is a basic processing unit with low computational power and the other is a main processing unit having high computational power, which can be provided as a separate device such as a smart phone, or a desktop PC, etc. Additionally, a DB in a server may be used for providing specific information such as patient information including medical treatment records.

While patient care has become increasingly data-driven, doctors need a way to receive heterogeneous data such as vital sign, medical image, and patient record while remaining hands-on with patient. A real-time app that is running in smart glass can present associated information on the equipped display without interruption during surgery or treatment. In this way, a smart glass allows doctors to more concentrate on their main operations. There are many such use cases of smart glass for medical applications:
Surgery-oriented usage of smart-glasses:
· Training and remote education
· Image/video based decision making
Emergency support (save time and life)
· Rescue crew’s video is transmitted to an emergency room in the hospital
· Rescue crew can use smart glass in the field to get the patient identification information and medical record
Telemedicine
Smart interaction with EMR (dictation, advance information access)


Synopsis of use cases of smart glass for medical assistance


Conceptual use-case diagram for medical assistance with smart glasses follows.



Interface and information in the use cases of medical assistance

The actual type of data-flow depends on the particular type of application, as exemplified below. 
 
Voice-command forsmart glasses data-flow
[image: ]

Surgery-oriented usage of smart-glasses data-flow 
[image: ]

Emergency support (save time and life) data-flow
[image: ]

Smart interaction with EMR data-flow
[image: ]
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