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Abstract
This document is a draft Call for Proposals (CfP) for 3D point cloud compression technology, targeting an efficient representation of static objects and scenes, as well as dynamic objects and real-time acquisition environments.
Introduction
Advanced 3D representations of the world are enabling more immersive forms of interaction and communication, and also allow machines to understand, interpret and navigate our world. 3D point clouds have emerged as an enabling representation of such information.  A number of use cases associated with point cloud data have been identified [1] and corresponding requirements for point cloud representation and compression have been developed [2].
A point cloud is a set of points in a 3D space each with associated attributes, e.g. color, material properties, etc. Point clouds can be used to reconstruct an object or a scene as a composition of such points. They can be captured using multiple cameras and depth sensors in various setups and may be made up of thousands up to billions of points in order to realistically represent reconstructed scenes. Annex D of this document contains the definition used for a point cloud in this Call for Proposals.
Compression technologies are needed to reduce the amount of data required to represent a point cloud. As such, technologies are needed for lossy compression of point clouds for use in real-time communications. In addition, technology is sought for lossless point cloud compression in the context of GIS, CAD and cultural heritage applications. The standard to be developed will address compression of geometry and attributes, scalable/progressive coding, coding of sequences of point clouds captured over time, and random access to subsets of the point cloud. The acquisition of point clouds is outside of the scope of this standard.
Recently, the investigation of new coding tools for static and dynamic 3D point clouds have shown evidence that improved coding efficiency with respect to existing solutions are possible.
Companies and organizations are invited to submit proposals in response to this Call for Proposals. 
Point cloud compression technologies will be evaluated based upon objective metrics. Results of these tests will be made public, taking into account that no direct identification of any of the contributors will be made (unless it is specifically requested or authorized by a contributor to be explicitly identified). Prior to having evaluated the results of the tests, no commitment to any course of action regarding the point cloud compression technology can be made. In addition, subjective evaluation of proposals will be performed (see Annex C).
Descriptions of proposals shall be registered as input documents to the proposal evaluation meeting in April 2017 (see timeline in next section). Proponents are strongly recommended to attend that meeting to present their proposals. For those organizations and individuals that are not accredited members of the MPEG working group, further information about logistical steps to attend the meeting can be obtained from the contact persons listed in section 7.
Timeline 
Timeline of the calls, deadlines and evaluation of the responses:

· Call for proposals: 2017.01.20
· Submission deadline for registration and submission of documents (upload the documents to WG11 web site) describing responses to CfP: 2017.04.01 (by 23:59 Hours GMT)
· Evaluation of responses: 2017.04.02–04.07 during the MPEG meeting week. (Proponents are strongly advised to present their proposals in person.)
· The first working draft: 2017.04.07

Preliminary Development Plan:
	Year
	Month
	Day
	MPEG meeting
	City
	Country
	Stage

	2017
	01
	20
	117
	Geneva
	CH
	Approval of CfP

	2017
	04
	07
	118
	Hobart
	AU
	Approval of WD

	
	10
	27
	120
	Macao
	CN
	Approval of CD

	2018
	01
	26
	121
	??
	KR
	Approval of DIS

	
	04
	20
	122
	San Diego
	USA
	Approval of FDIS


[bookmark: _Ref465331424]Test Materials, Categories and Conditions
Test Material Datasets
Below is a list of the 3D point cloud content sequences to be used, organized based on the test category. All datasets will be uploaded to the MPEG Content repository and be made accessible under the following URL: http://157.159.160.118/MPEG/PCC/DataSets/pointCloud/

	Test Category
	Test Class
	Filename
	# Frms
	# Pts

	Static Objects and Scenes
	Inanimate Objects

	Egyptian_mask
	1
	

	
	
	Landscape (00014)
	1
	

	
	
	Head (00039)
	1
	

	
	
	Frog (00067 )
	1
	

	
	
	Shiva (00035)
	1
	

	
	
	Statue_Klimt
	1
	

	
	Buildings and Facades


	house without roof (57)
	1
	

	
	
	Arco Valentino Dense
	1
	

	
	
	Palazzo Carignano Dense
	1
	

	
	
	Façade9 (00009)
	1
	

	
	
	Façade15 (00015)
	1
	

	
	
	Façade64 (00064) 
	1
	

	
	People
	Lincoln
	1
	

	
	
	Break Dancers
	1
	

	
	Large-scale static scenes
	Stanford Area2 (all?)
	1
	

	
	
	Stanford Area3 (all?)
	1
	

	Dynamic Objects
	People
	Andrew10
	
	

	
	
	David10
	
	

	
	
	Phil10
	
	

	
	
	Ricardo10
	
	

	
	
	Sarah10
	
	

	
	
	Lincoln? (in case made av.)
	
	

	
	
	Break Dancers? (in case made av.)
	
	

	Dynamic Acquisition ??
	Frame-based laser scans
	Ford Campus Vision?
	
	

	
	
	Urban Scene?
	
	

	
	
	Pomerleu?
	
	

	
	
	NCLT dataset?
	
	

	
	
	Canadian Planetary?
	
	



Test Conditions and Parameters
The following terms are defined and used in the specification of the test conditions:
· Lossy Geometry: The decoded compressed content is not necessarily numerically identical to the uncompressed content. The number of points in the output cloud can be less than the number of points in the input cloud.
· Lossless Geometry: The decoded compressed content is numerically identical to the uncompressed content. The number of points in the output cloud is identical to the number of points in the input cloud
· Lossy Attribute: The decoded compressed attribute content is not necessarily numerically identical to the uncompressed content.
· Lossless Attribute: The decoded compressed attribute content is numerically identical to the uncompressed attribute content.
· Spatial random Access: It is possible to decode the point-cloud corresponding to a pre-defined region from the compressed point cloud.
· Progressive/Scalable: It is possible to first decode a coarse point cloud and then refine it with additional data from the compressed bit stream.
· Intra-only. Each frame can be decoded independently of any other encoded frames.
· Temporal-random-access. Point Clouds in a sequence can reference any other point cloud in the sequence for compression of the data. The entire sequence is encoded and decoded simultaneously in pre-defined groups of point clouds. .
· Low-delay. Frames in the sequence can be decoded with low-delay. This implies that the encoder and decoder do not need a reference to frames coded in the future. 

Test Conditions for Static Objects and Scenes

Compression of static point clouds. To be tested in two conditions 
· Lossy and lossless geometry with lossy attribute
· Spatial random access, progressive/scalable decoding

Test Conditions for Dynamic Objects

Compression of dynamic point clouds. To be tested in different conditions 
-       Lossy geometry and lossy attributes
-       Intra-only, temporal random access, low delay

For dynamic point clouds spatial random access and scalability/progressive will not be tested for responses to the CfP. 

Test Conditions for Dynamic Acquisition??

TBD
Restrictions for all test categories and conditions
Point cloud compression technologies shall obey the following additional constraints:
1. Only use post-processing if it is part of the decoding process.
2. Optimization of encoding parameters using non-automatic means is discouraged.
3. The coding test set shall not be used as the training set for training large entropy coding tables, VQ codebooks, etc.
4. If any type of pre and post processing is used, it should be clearly described in the submission and anything that is not essential to the submission is strongly discouraged. If any preprocessing is done, the comparison shall be done with the original data.
5. Submitted bitstreams must have bitrates less or equal to those of the anchors
Anchors
Anchors will be generated (and included as a table in the CfP) by using the current software including the GOP structure (limited currently at 2 frames, however the call is for more complex GOP structures). Anchors will be generated by a GOP of 2 (IP), contributors should provide results for GOP of maximum 8 (IxxxxxxxI), with x being P or B. The software is based on the point cloud library 1.7.2 extended with features for lossy color coding, and bit-rate parameter settings and inter-predictive coding. The software is available publicly and in the mpeg svn under the links https://github.com/RufaelDev/pcc-mp3dg/tree/mpeg_standalone_branch and will be made available for mpeg members in the mpeg svn http://wg11.sc29.org/svn/repos/MPEG-04/Part16-Animation_Framework_eXtension(AFX)/trunk/3Dgraphics/3DG-PCC/branches/pcc-standalone
Submission Requirements
Proposals should include submissions to at least one of the test categories and follow all the relevant test conditions and coding constraints defined in section 3. In the following, details on the coded test material and documentation that form a complete proposal are provided.
Coded test material
The following material must be available at the proposals evaluation meeting in April 2017.

1. Bitstreams for all datasets in target test categories which follow the associated test conditions and satisfy rate constraints specified in section 3.

2. Decoded data and rendered data (when applicable) for all test conditions and rate points.

3. Binary decoder executable (Windows 32 or 64 bit or Linux) and configuration files (if available) of how to decode a bit stream. For submissions that use an alternative rendering algorithm, a rendering executable must also be provided.

4. Md5Sum checksum files for 1.-3.

Documentation
Complete submissions shall contain the following elements:
1. An information form must be submitted within each proposal. This form can be found in Annex A of this Call. 
2. The evaluation spreadsheet provided in Annex B of this document must be completed and submitted together with the proposal.
3. A technical description for full conceptual understanding and generation of equivalent performance results by experts. This description should include all data processing paths and individual data processing components used to generate the bitstreams. It does not need to include complete bitstream format or implementation details, although as much detail as possible is desired. 
4. The technical description shall state how the proposed technology behaves in terms of random access to any frame within the sequence.  For example, a description of the GOP like structure and the maximum number of frames that must be decoded to access any frame could be given.
5. The technical description shall specify the expected encoding and decoding delay characteristics of the technology, including structural delay e.g. due to the amount of frame reordering and buffering and the degree by which the delay can be minimized by parallel processing.
6. The technical description shall contain information suitable to assess the complexity of the implementation of the technology, including the following:
· Encoding time[footnoteRef:1] for each bit stream of the software implementation.  A description of the platform and the methodology used to determine the time is needed.  To help interpretation, a description of software and algorithm optimizations undertaken, if any, is welcome. [1:  For example, using ntimer for Windows systems.] 

· Decoding time[footnoteRef:2] for each bitstream running the software implementation of the proposal, run on the same platform.  Proponents shall provide a description of the platform and methodology used to determine the time.  To help interpretation, a description of software optimizations undertaken, if any, is encouraged. [2:  For example, using ntimer for Windows systems.] 

· Expected memory usage of encoder and decoder.
· Complexity of encoder and decoder, in terms of number of operations, dependencies that may affect throughput, etc.
· Degree of capability for parallel processing.
· Degree to which bitstreams can be considered progressive

Source code
· Proponents are encouraged (but not required) to allow other committee participants to have access, on a temporary or permanent basis, to their encoded bit streams and binary executables or source code.
· Proponents are encouraged to submit a statement about the programming language in which the software is written, e.g. C/C++, and the platform(s) on which the binaries were compiled. Note that low-level programming optimizations such as assembly code/intrinsics and external compression libraries are discouraged.

Proponents are advised that, upon acceptance for further evaluation, it will be required that certain parts of any technology proposed be made available in source code format to participants in the core experiments process and for potential inclusion in the prospective standard as reference software. When a particular technology is a candidate for further evaluation, commitment to provide such software is a condition of participation.  The software shall produce identical results to those submitted to the test. Additionally, submission of improvements (bug fixes, etc.) is certainly encouraged.
Evaluation Procedure
The objective evaluation method described in Annex C will be used as a full reference metric. It will be used in each of the test conditions to provide a distortion metric. The metric compares the original data with the decoded data and provide a numerical value. Comparison will be made based on the bitrate and distortion targeting better performance compared to the corresponding rate points of the anchors.
  
In the case of static point clouds, a multiscale (progressive/scalable) evaluation shall be performed. The exact details of this will be based on the anchor rate points. A trade off score between this multi-scale decoding and compression performance will be defined (TBD). ???

The subjective evaluation will be done based on expert viewing. The point clouds will be rendered using a simple points rendering system provided with the MPEG-PCC-ExplorationSoftware. The rendering view-point will follow a pre-defined path. The output will be stored as uncompressed high quality video sequences of a clearly defined length as close as possible to 10s. These video sequences will be viewed by different experts and scored on a 1 to 5 scale (reference the ITU document describing the procedure – ITU-R BT.500).
IPR

Proponents are advised that this call is being made subject to the patent policy of ISO/IEC and other established policies of the standardization organization. The persons named below as contacts can assist potential submitters in identifying the relevant policy information.
[bookmark: _Ref465329326]Contacts
Contact persons:
Prof. Marius Preda
MPEG 3D Graphics Chair
Institut Mines-Télécom
37-39 rue Dareau 75014 Paris, France
Email: marius.preda@it-sudparis.eu 

Prof. Dr.-Ing. Jörn Ostermann
MPEG Requirements Chair
Leibniz Universität Hannover, Institut für Informationsverarbeitung
Appelstr. 9A 30167 Hannover, Germany
Email: ostermann@tnt.uni-hannover.de 
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1. Title of the proposal
2. Organization (i.e., name of proposing company)
3. What does your proposal apply to?
	(a) tele-immersive
	(b) Interactive parallax

	(c) Free viewpoint sports
	(d) GIS

	(e) Cultural Heritage
	(f) Automotive

	(g) other
	



4. What is the main functionality of your proposal? 

5. [bookmark: _Toc433533302]Do you plan to attend the 118th MPEG meeting and make a presentation to explain your proposal and answer questions about it?

6. Will you provide a demonstration to show how your proposal meets the evaluation criteria? 

To clearly identify the requirements satisfied by each proposal, proponents should complete the table of requirements provided below. 

	[bookmark: _Toc125365859]Requirements on PCC
	Addressed functionality
(O/X)
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Annex B: Evaluation Sheet (to be filled during evaluation phase/also to be used for self-evaluation)

Excel sheet – to be provided by us




Annex C: Objective Evaluation Method

The point cloud consists of a set of points represented by (x,y,z)  and various attributes of which color components (y,u,v) are of critical importance.

For a detailed description of the point cloud representation as defined in MPEG we refer to Annex D.

First, let us define the point v, it has as a mandatory position in a 3D space (x,y,z) and an optional color attribute c  that has components r,g,b or y,u,v and optional other attributes possibly representing normal or texture mappings.  

        			(def. 1)

The point cloud is then simply a set of K points without a strict ordering:

      							(def. 2)

The point cloud is a set of (x,y,z), and attributes can be attached to the points. The original cloud Vor  will act as the reference for determining the quality of a second degraded cloud Vdeg. Vdeg consists of N points, where not necessarily N = K. Vdeg is a version with a lower quality possibly resulting from lossy encoding and decoding of Vor. This can result in a different point count N.

							(def. 3)

The quality metric   is computed from  and  and used for assessment as shown in Figure 1. 

[image: ]
[bookmark: _Ref410231019]Figure 1 Schematic view of full reference quality estimation of point cloud codec
In Table 1 we outline the metrics used for the assessment of the quality of a point cloud. The geometric distortion metrics are similar as the standard ones for meshes based on haussdorf (Linf) and root mean square (L2), instead of distance to surface we take the distance to the most nearby point in the cloud (see defs 4,5,6,7). We defined PSNR as the peak signal of the geometry over the symmetric rms distortion (def 8.). For colors we defined  a similar metric, we compare the color of the original cloud to the most nearby colour in the degraded cloud and compute PSNR per YUV component in the YUV color space (def. 10). The key advantage of this metric is that it corresponds to PSNR in Video Coding. The quality metric is supported in the 3DG PCC software [3].

Table 1 Assessment criteria for assessment of the point cloud quality of Vdeg, 
	d_symmetric_rms
	Symmetric rms distance between the point clouds             (def. 5.)

	d_symmetric_haussdorf
	Symmetric haussdorf distance between the clouds             (def. 7.)

	psnr_geom
	Peak signal to noise ratio geometry (vertex positions)        (def. 8.)

	psnr_y
	Peak signal to noise ratio geometry (colors Y)                    (def. 10)

	psnr_u
	Peak signal to noise ratio geometry (colors U)            (as def. 10 rep. y for u)

	psnr_v
	Peak signal to noise ratio geometry (colors V)            (as def. 10 rep. y for v)



 	                                                                     (def.4)

	                                                                     (def.5)
					
)         (def.6)

 				   (def. 7)

                                             (def.8)

						    (def. 9)

 		                                                                   (def.10)

							                  (def. 11)

Additional metrics that define the performance of a codec are outlined in Table 2. Geometry and color byte size are mandatory (if colors are available). Encoding and decoding times are optional as they can only be an indicator of complexity. The number of input and output points shall also be reported.

Table 2 Assessment criteria for assessment of the performance of point cloud compression ratio 
	Compressed size
	Complete compressed mesh size

	In point count
	K, the number of vertices in Vor

	Out point count
	N, number of vertices in Vdeg

	Bytes_geometry_layer
	Number of bytes for encoding the vertex positions

	Bytes_color_layer (opt)
	Number of bytes for encoding the colour attributes

	Bytes_att_layer (opt)
	Number of bytes for encoding the other attributes

	Encoder time (opt)
	Encoder time in ms on commodity hardware (optional)

	Decoder time (opt)
	Decoder time in ms on commodity hardware (optional)



All metric shall be supported by the MPEG exploration software evaluation benchmark.












Annex D: MPEG Point Cloud and PCC Definitions 

Point Cloud. A point cloud is defined as set of (x,y,z) coordinates, where x,  y, z  have finite precision and dynamic range.  Each (x,y,z) can have multiple attributes associated to it (a1 ,a2, a3 …).  Typically each point in a cloud has the same number of attributes attached to it. Point clouds with different number of attributes per point will not be considered unless explicitly proven to be useful.

        			(def. 1)

The point cloud is then simply a set of K points without a strict ordering:

      							(def. 2)

Lossless Point Cloud Compression. In the case of lossless compression, the decoder returns exactly the same set of (x,y,z), with exactly the same attributes. This is the same number of points with the same coordinates. An efficient way to canonically order the set and test for equality is to convert to Morton codes [14].
Lossy Point Cloud Compression. In this case the number of points in the set and/or the positions x,y,z are not identical to the original.
Lossy Attributes Compression. In this case the values of the attributes are not the same compared to the values of the original
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