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Abstract

This document describes Exploration Experiments (EEs) planned to be performed between JVET-D and JVET-E meetings in order to get better understanding of technologies considered for inclusion to the next version of JEM, analyze and verify their performance, complexity and interaction with existing JEM tools.

 
1 Introduction 

JVET group coordinated experiments follow principles described in [1]:

· "Exploration experiments" (EEs) are the coordinated experiments on coding tools which are deemed to be interesting but require more investigation and could potentially become part of the main branch of JEM by the next meeting.

· A description of each experiment is to be approved at the meeting at which the experiment plan is established. This should include the issues that were raised by other experts when the tool was presented, e.g., interference with other tools, contribution of different elements that are part of a package, etc. 

· Software for each tool investigated in EE is provided in a separate branch of the JEM software repository.

· During the experiment, further improvements can be made.

· To promote the tool to the JEM at the next meeting, we would like see comprehensive cross-checking done, with analysis of the software, and understanding of the tool.

· As part of the experiment description, it should be captured whether performance relative to JEM as well as HM (with all other tools of JEM disabled) should be reported by the next meeting.

· EE related discussion shall be carried on the JVET reflector or EE mailing list properly announced in advance. E. Alshina will maintain an EE mailing list, and everyone who wishes to be on the list should contact her. Emails to the EE mailing list should include a [EE] header, and include an EE number identifier as appropriate, e.g. [EE1].

· EE report draft shall be shared with all participants prior to uploading to the JVET website

2 List of Experiments

EE1: Residual Coefficients coding.

JVET-D0031 Residual Coefficient Sign Prediction [F. Henry, G. Clare (Orange)]

Brief description of the technology. 

This is the method of prediction for the signs of luma residual coefficients.  A number of signs per TU can be predicted, limited by a configuration parameter and the number of coefficients present.  When predicting n signs in a TU, the encoder and decoder perform n+1 partial inverse transformations and 2n border reconstructions corresponding to the 2n sign combination hypotheses, with a border-cost measure for each.  These costs are examined to determine sign prediction values, and the encoder transmits a sign residual for each predicted sign indicating whether the prediction for that sign is correct or not using two additional CABAC contexts.  The decoder reads these sign residuals and later uses them during reconstruction to determine the correct signs to apply after making its own predictions.

Decoder needs to have the reconstructed coefficients available before parsing the signs.

Questions recommended to be answered during EE tests: How gain and complexity increase with increment for number of predicted signs? What is the complexity and gain impact if residue sign prediction processing is moved from it's current position in RDO to final encode?
List of tests to be performed

	#
	Test
	Tester
	Cross-checker

	1
	Number of predicting signs n =1.
	Orange
	

	2
	Number of predicting signs n =2.
	Orange
	

	3
	Number of predicting signs n =3.
	Orange
	

	4
	Number of predicting signs n =4.
	Orange
	Samsugn

	5
	Number of predicting signs n =5.
	Orange
	

	6
	Residue sign prediction processing is moved from position in RDO to final encode
	Fujitsu
	


EE SW owner: Gordon Clare gordon.clare@orange.com (Orange) Cross-checkers: To be announced by T3 (Dec. 23).

EE2: Non-linear in-loop filters.

JVET-D0069 Bilateral filter after inverse transform [J. Ström, P. Wennersten, Y. Wang, K. Andersson, J. Samuelsson (Ericsson)]

Brief description of the technology. 

The bilateral filter operation is suggested to be performed on decoded sample values directly after the inverse transform. The proposed bilateral filter is a five-tap filter in the shape of a plus sign. The strength of the filter is based only on the TU size and QP. No additional parameters are determined during encoding and no new syntax elements are proposed except for flag at slice-, PPS- or SPS-level for turning on or off the filter. Filter strength is dependent on QP. LUT operation makes complexity manageable.

Questions recommended to be answered during EE tests: It was asked whether it would be better to perform the filtering not in the intra prediction loop, but rather before de-blocking? What is visual quality effect? Could we achieve similar effect by residual smoothing prior to the encoding?

JVET-D0133 Peak Sample Adaptive Offset [M. Karczewicz, L. Zhang, J. Chen, W.-J. Chien (Qualcomm)]

Brief description of the technology. 

An in-loop filtering method named Peak Sample Adaptive Offset (SAO) was proposed. In Peak SAO, each pixel may be modified by adding an offset. Pixels are first classified into one of three categories. The pixel is then applied with an offset based on both category and pixel difference with its neighbors.

The new method is applied prior to SAO. The classification is based on difference between the sample and its neighbors as depicted on Fig. 1.
	lgr ( x )  = (x > 0) ? 1 : 0
	

	sml ( x )  = (x < 0) ? 1 : 0
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 Figure 1. Neighbouring samples used for Peak SAO classification.

	Category
	Condition

	0
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	1
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	2
	None of the above


If the pixel falls to category 2, the pixel value remains unchanged. Otherwise, its value is modified with a signaled offset. The offset is selected based on the average pixel value difference between the current pixel and its selected neighboring pixels and a normalization factor. Here, only neighboring samples with the same behavior (larger or small) as the whole block are utilized to calculate the average value. More specifically, the classification is defined as follows:
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wherein Cm denotes the selected neighboring pixel value, M indicates the total number of pixels involved in average calculation and NF indicates the normalization factor. To avoid too many offsets to signal, a maximum class index is further signaled. When the derived class index using equation (3) exceeds a signaled maximum class index, the derived class index is replaced by the maximum class index. 

The proposed filtering process is only applied to luma component. For each picture, a flag is firstly coded to indicate whether Peak SAO is enabled or disabled. If Peak SAO is enabled, other side information, such as NF, maximum class index and offsets are further signaled.
Questions recommended to be answered during EE tests: What is the impact on subjective quality? Could new method replace the edge offset in SAO? Can it be added as an additional SAO type and signaled on CTU level?

List of tests to be performed

	#
	Test
	Tester
	Cross-checker

	1
	Bilateral filter after transform as proposed
	Ericsson 
	

	2
	Bilateral filter prior to the de-blocking
	Ericsson
	

	3
	Bilateral filter as postprocessing
	Ericsson
	Samsung

	4
	Peak Sample Adaptive Offset as proposed
	Qualcomm 
	

	5
	Peak Sample Adaptive Offset replaces Edge Offset
	Qualcomm 
	

	6
	Peak Sample Adaptive Offset is an additional SAO type
	Qualcomm 
	Samsung


Visual quality demonstration is requested for tools in this EE.

EE SW owner: Li Zhang lizhang@qti.QUALCOMM.com (Qualcomm), Per Wennersten per.wennersten@ericsson.com  (Ericson).
 Cross-checker: To be announced by T3 (December, 23).
EE3: Decoder Side Motion Vector Derivation
JVET-D0046 High precision FRUC with additional candidates [A. Robert, F. Le Léannec, T. Poirier (Technicolor)]

Technology initially contains:

· FRUC implementation optimization (lossless);

· Increase of the precision in FRUC until the finer internal one (currently 1/16);
· Addition of Motion Vector Candidates in FRUC, by adding the 2 AMVP candidates in the front of the FRUC candidate list for AMVP CUs, and up to 5 Spatial Candidate(s) in the end of FRUC candidate list, both for entire CUs, and FRUC CUs’ sub-blocks.

Questions recommended to be answered during EE tests. Individual performance of each modification needs to be reported. Increase of the precision in FRUC" up to 1/16? How many "Additional of Motion Vector Candidates" in total? Can some candidates (ex. spatial) be re-ordered? Can some candidates (among initial FRUC candidates or added spatial candidates) be removed? 

JVET-D0029 Decoder-Side Motion Vector Refinement Based on Bilateral Template Matching [X. Chen, J. An, J. Zheng (HiSilicon)]

The proposed algorithm is based on bilateral template matching. The bilateral template matching performs a distortion-based search between a bilateral template and the reconstruction samples in the past decoded reference pictures in order to obtain refined motion vectors at decoder side.
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Fig. 1. Decoder side MV refinement.
 

The template matching operation consists of calculating cost measures between the generated template and the sample region (around the initial prediction block) in the reference picture. For each of the two reference pictures, the MV that yields the minimum template cost is considered as the updated MV of that list to replace the original one. Finally, the two new MVs, i.e., MV0’ and MV1’ as shown in Fig. 1, are used for regular bi-prediction. As it is commonly used in block-matching motion estimation, the sum of absolute differences (SAD) is utilized as cost measure. 

Questions recommended to be answered during EE tests. Test performance and complexity on JEM4.0 platform. How does performance depend on number of MV0’ and MV1’candidates checked on decoder side?
JVET-D0042 AHG6: On BIO memory bandwidth [A.Alshin, E.Alshina (Samsung)]

If BIO calculations are restricted to be performed only for the same area with predicted block (w/o block extension) then the memory bandwidth becomes the same as for regular motion compensation. Since prediction and gradients outside of the block are not needed computational complexity is reduced and so reduction of both encoder and decoder run time is observed. Memory access before and after suggested modification is depicted on figure below. Here M=2 and T is length of LumaMC interpolation filter.
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Fig. 2 BIO modifications to be tested.
Questions recommended to be answered during EE tests. Test performance and complexity on JEM4.0 platform.

List of tests to be performed

	#
	Test
	Tester
	Cross-checker

	1
	Increase of the precision in FRUC until the finer internal one.
	Technicolor
	 Sharp

	2
	Evaluate the performance using various number of additional spatial MVl candidates (3,2,1 or 0 added spatial candidates), at various positions in the FRUC list.
	Technicolor
	 Samsung

	3
	Test 2, plus removing some other candidates for merge sub-blocks: limiting to 4 ATMVP candidates, remove unilateral, remove zero MV, and remove some temporal MV 
	Technicolor
	 Samsung

	
	Decoder-Side Motion Vector Refinement Based on Bilateral Template Matching as proposed
	HiSilicon
	Samsung, Panasonic

	4
	BIO w/o block extension
	Samsung
	Technicolor


EE SW owner: A. Robert antoine.robert@technicolor.com (Technicolor), X. Chen anderson.chen@hisilicon.com (HiSilicon), E.Alshina elena_a.alshina@samsung.com (Samsung). Cross-checker: To be announced by T3 (December, 23).
EE4: MV coding

JVET-D0123 Enhanced Motion Vector Difference Coding [J. Chen, W.-J. Chien, N. Hu, V. Seregin, M. Karczewicz, X. Li (Qualcomm)]

A modified MVD coding method, including two elements, a) 4-pel accuracy for MVD signaling (in addition to ¼ pel and integer-pel MVD accuracy, and b) switchable binarization and context model selection, will be tested on top of JEM4.0 in this EE.
The adaptive MV (MVD) precision methods in JEM3 allow switching the MV (MVD) precision between integer pel and fractional pel. However, for the case of large resolution sequences with high motion, MV information signaling with integer pel precision is still not enough to achieve optimal trade-off between prediction efficiency and bit overhead of MV information. To have a better trade-off, it is proposed that the MVD can be signaled in unit of four luma samples. First a flag is signaled to indicate whether ¼ luma sample MV precision is used in a CU. When the first flag indicates that ¼ luma sample is not used, another flag is signaled to indicate whether integer luma sample MV precision or four luma samples MV precision is used.
In addition, for MVD signaling, the binarization and context modeling are dependent on the MVD precision and the POC distance between the current frame and the reference frame. The following tables (show the context modeling and binarization parameter before and after the proposed modification, respectively.

Context modeling and binarization parameter in JEM
	Syntax element
	Context model/Binarization parmeter
	Integer or four luma sample precision, or POC distance =1
	Quarter pel and POC distance > 1

	abs_mvd_greater0_flag
	CtxIdx
	0
	0

	abs_mvd_greater1_flag
	CtxIdx
	1
	1

	abs_mvd_remaining_value
	Exp-Golomb Code Parameter
	1
	1


Context modeling and binarization parameter in the proposed method

	Syntax element
	Context model/Binarization parmeter
	Integer or four luma sample precision, or POC distance =1
	Quarter pel and POC distance > 1

	abs_mvd_greater0_flag
	CtxIdx
	0
	0

	abs_mvd_greater1_flag
	CtxIdx
	1
	2

	abs_mvd_remaining_value (unary portion)
	CtxIdx
	3
	4

	abs_mvd_remaining_value
	Exp-Golomb Code Parameter
	1
	2


Questions recommended to be answered during EE tests. What is the performance impact of 4-pel MVD accuracy? What is the performance impact of switchable binarization and context model selection?

List of tests to be performed

	#
	Test
	Tester
	Cross-checker

	1
	4-pel accuracy for MVD signaling (in addition to ¼ pel and integer-pel MVD accuracy
	Qualcomm
	Sharp

	2
	Context model selection
	Qualcomm
	Panasonic

	3
	Test 1+ switchable binarization and context model selection
	Qualcomm
	Samsung


EE SW owner: W.-J. Chien wchien@qti.qualcomm.com (Qualcomm). Cross-checker: To be announced by T3 (December, 23).

EE5: Chroma coding

JVET-D0110 Enhanced Cross-component Linear Model Intra-prediction [K. Zhang, J. Chen, L. Zhang, M. Karczewicz (Qualcomm)]

In this EE, alternative cross-component linear model (CCLM) intra-prediction methods for the chroma components coding will be tested. The alternative CCLM modes include a multi-model LM (MMLM) approach which applies more than one linear models in a CU, a multi-filter LM (MFLM) method where the encoder can choose the optimal down-sampling filter to map a chroma sample and its corresponding luma samples in the linear model, and a combined LM-Angular prediction (LAP) mode.

New elements are:

- Multiple linear models, samples are grouped in multiple sets;

- multiple-filter LM where filter is used prior to feeding samples into the model;

- Average of angular and LM mode.

Questions recommended to be answered during EE tests Report about the contribution to gain, and the complexity of the three different elements of the proposal. Question is raised whether it is a problem that the number of samples in the two linear models may not be a number of two.

JVET-D0111 Multiple Direct Modes for chroma intra coding [L. Zhang, W.-J. Chien, J. Chen, X. Zhao, M. Karczewicz (Qualcomm)]

A Multiple Direct Modes (MDM) method for chroma intra coding is proposed. In MDM, a chroma block could select one of the modes from an intra prediction mode list. The list consists of cross-component linear model mode, multiple intra prediction modes derived from co-located luma coding blocks, and chroma prediction modes from spatial neighboring blocks. Method adds modes from 5 co-located sub-blocks, and applies MPM list construction from luma to chroma.


Questions recommended to be answered during EE tests What is the performance of multi direct modes for chroma coding?

List of tests to be performed

	#
	Test
	Tester
	Cross-checker

	1
	Multiple linear models, samples are grouped in two sets
	Qualcomm
	Sharp

	2
	Multiple-filter LM
	Qualcomm
	ETRI

	3
	average of angular and LM mode
	Qualcomm
	Samsung

	4
	Test 1+ Test 2+ Test 3
	Qualcomm
	KDDI

	5
	Multi direct modes for chroma coding
	Qualcomm
	KDDI


EE SW owner: Kai Zhang zhangkai@qti.qualcomm.com, Li Zhang lizhang@qti.QUALCOMM.com (Qualcomm). Cross-checker: To be announced by T3 (December, 23).

EE6: Adaptive scaling for HDR/WCG material
JVET-D0118 EE9: On adaptive scaling for extended colour volume materials [D. Rusanovskyy, D. B. Sansli, A. K. Ramasubramonian, J. Sole, M. Karczewicz  (Qualcomm)]
Brief description of the technology.
This contribution proposes an alternative to the residual scaling proposed in JVET-B0054. The motivation in JVET-B0054 is to remove the overhead of delta QP that is signaled by the encoder to compensate for the reshaping of quantization noise as a function of brightness in next generation containers such as ST 2084. This is accomplished by adapting the scaling of AC coefficients based on the DC coefficient and reconstructed prediction mean. In the new proposal, scale determination method is modified to allow the scaling of all coefficients and scaling operation can be moved after dequantization block in decoder for simpler design.
JVET-D0124 EE9/AHG7: On Dequantization and Scaling for Extended Colour Volume Materials [J. Zhao, S.-H. Kim, K. Mira and A. Segall (Sharp)]

This document provides an update on the EE2.4 exploration of “De-quantization and scaling for next generation containers”.  The asserted goal of the document is to provide answers to some of the questions raised as part of the EE process.  Specifically, information is provided about the complexity of the function f(), the overhead of delta QP signalling as employed in the HDR super anchors developed in the MPEG process, and the performance of the tool when coding ST-2084 content.  Additionally though, the document reports and proposes a methodology to measure the performance of the EE2.4-like tools that attempt to re-shape the quantization noise.  The proposed method uses a weighted PSNR metric that is derived directly from the re-shaping function under test.  Use of this weighting is then combined with traditional BD-rate and BD-PSNR calculations.  Using this approach, the proposed method is shown to provide approximately 1.9% gain relative to signaling delta QP information.
Decoder infers QP adjustment based on average luma values and LUT that is signaled infrequently (e.g., once per sequence). Remains compatible with current Delta QP signalling. For case of luma, only AC coefficients are affected, and not the DC coefficients.

Questions recommended to be answered during EE tests. 

· What is performance of JVET-D0118 and JVET-D0124 using the content and test conditions described in JVET-D1020 JVET common test conditions and evaluation procedures for HDR/WCG video?

· What is the visual quality assessment of JVET-D0118 and JVET-D0124?

· What is the benefit of combining different aspects of studied technologies?

List of tests to be performed

	#
	Test
	Tester
	Cross-checker

	1
	Performance of JVET-D0118 using the JVET common test conditions on HDR/WCG video
	Qualcomm
	

	2
	Performance of JVET-D0124 using the JVET common test conditions on HDR/WCG video
	Sharp
	

	4
	Performance of combined aspects of JVET-D0118 and JVET-D0124 using the JVET common test conditions on HDR/WCG video
	Sharp, Qualcomm
	


EE SW owner: Jie Zhao (Sharp), D. Rusanovskyy (Qualcomm). Cross-checker: To be announced by T3 
3 Software and communication channel

A separate branch under the experimental section will be created for each new tool include in the EE. The proponent of that tool is the gatekeeper for that separate software branch. (This differs from the main branch of the JEM, which is maintained by the software coordinators.)

New branches may be created which combine two or more tools included in the EE document or the JEM. Requests for new branches should be made to the software coordinators.

4 Cross-check 

Don’t need to formally name cross-checkers in the initial version of EE document. To promote the tool to the JEM at the next meeting, we would like see comprehensive cross-checking done, with analysis of the software, and understanding of the tool.

5 Test conditions

JEM common test condition should be used (unless otherwise noted in test description).

6 Time line

T1= 3 weeks after JVET-D meeting = Nov. 11: To revise EE description and refine questions to be answered. Questions should be discussed and agreed on JVET reflector.
T2 = JEM4.0 SW release + 4 weeks= Dec, 2: Integration of all tools into separate EE branch of JEM is completed and announced to JVET reflector.


Initial study by cross-checkers can begin.


Proponents may continue to modify the software in this branch until T3


3rd parties encouraged to study and make contributions to the next meeting with proposed changes

T3: JVET-E meeting start – 3 weeks = Dec, 23: Any changes to the exploration branches software must be frozen, so the cross-checkers can know exactly what they are cross-checking. An SVN tag should be created at this time and announced on the JVET reflector. Name of the cross-checker and list of specific tests for each tool under study in EE will be announced in JVET reflector by this time. Full test results must be provided at this time (at least for proposals targeting to be promoted to JEM at the next meeting).  

7 References

[1] E. Alshina, J. Boyce, Y.-W. Huang, S.-H. Kim, L. Zhang (EE coordinators) Description of Exploration Experiments on Coding ToolsJVET-B1011, 2nd Meeting, Feb. 2016
8 EE mail-list subscribers

Arris

Koohyar Minoo koohyar.minoo@gmail.com
Limin Wang limin.wang@arris.com 

Krit Panusopone krit.panusopone@arris.com 

David Baylon david.baylon@arris.com 

Yue Yu yue.yu@arris.com  

Seungwook Hone seungwook.hong@arris.com 

B<>com

Victorien Lorcy victorien.lorcy@b-com.com

Broadcom

Minhua Zhou minhua.zhou@broadcom.com  

Canon
Christophe Gisquet christophe.gisquet@gmail.com  

Ericsson

Jonatan Samuelsson jonatan.samuelsson@ericsson.com
Jacob Strom jacob.strom@ericsson.com
Per Wennersten per.wennersten@ericsson.com
Fujitsu

Wang, Zheng cheng@cn.fujitsu.com
Guillaume Barroux guillaume.b@jp.fujitsu.com 

Kimihiko Kazui kazui.kimihiko@jp.fujitsu.com 

ETRI
Jungwon jungwon@etri.re.kr 
Seunghyun Cho shcho@etri.re.kr
Jinho Lee  jinosoul@etri.re.kr
HiSilicon
Jicheng An anjicheng@hisilicon.com
Xu Chen anderson.chen@hisilicon.com
Jianhua Zheng zhengjianhua@hisilicon.com
Huawei

Sychev Maxim Sychev.Maxim@huawei.com

Intel

Jill Boyce jill.boyce@intel.com
InterDigital

He, Yuwen Yuwen.He@InterDigital.com
Xiu, Xiaoyu Xiaoyu.Xiu@InterDigital.com
Ye, Yan Yan.Ye@InterDigital.com 

Vanam, Rahul Rahul.Vanam@InterDigital.com 
Sean Young  Sean.Young@InterDigital.com
Philippe Hanhart Philippe.Hanhart@InterDigital.com
ITRI

Yao-Jen Chang    yjchang@itri.com 
Chun-Lung Lin   chunlung@itri.com; 

Ching-Chieh Lin   jacklin@itri.com; 

Jih-Sheng Tu   sunrisejstu@itri.com; 

Po-Han Lin   q963214782003@itri.org.tw
KDDI

Kei Kawamura  ki-kawamura@kddi.com
Qiang Yao qi-yao@kddi-research.jp
MediaTek

YW Huang yuwen.huang@mediatek.com
Shan Liu Shan.Liu@mediatek.com
Han Huang h.huang@mediatek.com 

Jing Ye jing.ye@mediatek.com 

Xiaozhong Xu xiaozhong.xu@mediatek.com 

Jungsun Kim  jungsun.kim@mediatek.com 

Chih-Wei Hsu cw.hsu@mediatek.com
Ching-Yeh Chen chingyeh.chen@mediatek.com
Peter Chuang peter.chuang@mediatek.com
Shih-Ta Hsiang shih-ta.hsiang@mediatek.com
Microsoft

Jizheng Xu  jzxu@microsoft.com
Bin Li libin@microsoft.com
Gary Sullivan garysull@microsoft.com
National Chiao Tung University 

Chun-Chi Chen cheerchen.cs98g@g2.nctu.edu.tw 
NVIDIA

Ankur Saxena saxena.ankur0@gmail.com
Orange

Gordon Clare gordon.clare@orange.com 

Pierrick Philippe pierrick.philippe@orange.com
Panasonic
Chongsoon Lim  chongsoon.lim@sg.panasonic.com 

Ruling Liao  ruling.liao@sg.panasonic.com 

Hanboon Teo  hanboon.teo@sg.panasonic.com 

Qualcomm
Vadim Seregin vseregin@qti.qualcomm.com
Jianle Chen cjianle@qti.qualcomm.com
Dmytro Rusanovskyy dmytror@qti.qualcomm.com
Done Bugdayci Sansli dbsansli@qti.qualcomm.com
Xin Zhao xinzhao@qti.qualcomm.com
Marta Karczewicz martak@qti.qualcomm.com
Rajan Joshi rajanj@qti.qualcomm.com
Amir Said asaid@qti.qualcomm.com
Wei-Jung Chien wchien@qti.qualcomm.com
Xiang Li lxiang@qti.qualcomm.com  

Li Zhang lizhang@qti.QUALCOMM.com
Kai Zhang zhangkai@qti.qualcomm.com
RWTH-Aachen

Jens Rainer Ohm ohm@ient.rwth-aachen.de
Samsung

Elena Alshina elena.alshina@gmail.com, elena_a.alshina@samsung.com
Kiho Choi kiho14.choi@samsung.com, aikiho@gmail.com 

SeungSoo Jeong ss00.jeong@samsung.com 
Bora Jin bora1.jin@samsung.com
Alexander Alshin alexander_b.alshin@samsung.com
Yinji Piao yj1003.piao@samsung.com
Sharp

Tomohiro Ikai,                 ikai.tomohiro@sharp.co.jp 
Yukinobu Yasugi,             yasugi.yukinobu@sharp.co.jp 
Yoshiya Yamamoto,         yamamoto.yoshiya@sharp.co.jp
S.-H. Kim kimse@sharplabs.com
Andrew Segall  asegall@sharplabs.com
Zhao, Jane jzhao@sharplabs.com 

Misra, Kiran misrak@sharplabs.com 

Sony
Ohji Nakagami   ohji.nakagami@jp.sony.com 

Masaru Ikeda    Masaru.Ikeda@jp.sony.com 

Tsukuba Takeshi   Takeshi.Tsukuba@jp.sony.com 

Technicolor

Franck Galpin franck.galpin@technicolor.com
Philippe Bordes philippe.bordes@technicolor.com
Leleannec Fabrice fabrice.leleannec@technicolor.com 

Poirier Tangi tangi.poirier@technicolor.com 

Racape Fabien fabien.racape@technicolor.com 

Francois Edouard edouard.francois@technicolor.com
Antonie Robert antoine.robert@technicolor.com 


Page: 2
Date Saved: 2016-11-12

_1536476790.vsd
MV0


MV1


Bi-prediction as bilateral template


MV1'


MV0'


Step1


Step1


Step2


Step2


Step1: Generate bilateral template from the prediction blocks referred by the initial MV0 and MV1
Step2: Bilateral template matching to find the best matched blocks referred by the updated MV0' and MV1'


Current block


Reference block in list0


Reference block in list1



