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[bookmark: _Toc325198431]Introduction
The purpose of this document is to provide descriptions of three core experiments on MPEG Compact Descriptors for Video Analysis (CDVA) [1] based on the proposals submitted at 114th MPEG meeting and the submission to the 115th and 116th meeting. In addition to the CEs defined in the earlier version of this document [9], the submissions to the 116th proposed the use of deep-learning-based descriptors and related experiments, which have been added as CE4. CE2 on trajectory based encoding has been discontinued.

The results of experiments are scheduled to be discussed during the CDVA AHG meetings before 117th MPEG meeting.

The report of each CE should include; (1) a comparison between the tested solutions, (2) recommendation to the AhG based on the results of the CE.

The results according to the evaluation criteria described below shall be reported (in particular those defined by the evaluation framework [2]), but results based on other evaluation criteria may be included.

If learning-based methods are used, then the CDVA data set must not be included for training.
[bookmark: _Toc325198432]Timeline
· November 18, 2016: Software of CDVA Experimental Model (CXM) v1.0 provided.
· January 9, 2017: Submission of report on CE.
CE1 Temporal Sampling
Background
Proposals submitted in response to the CDVA CfP [6,7] make use of some key frames, which provide a self-contained feature description, or are used to predict global and local features of other frames in the sequence. Two proposals further use global descriptor similarity for temporal segmentation.
The CXM is built around these common components of the different proposals, and will be used in the CE with different parameterisation concerning the temporal sampling rate and discarding sampled frames based on visual similarity.
Results submitted in response to CE1 at the 115th meeting [10,11,12] give some insight on the impact of temporal sampling rates and similarity thresholds and the maximum matching and retrieval performance that can be reached. Similar to some responses to the CfP, a contribution to the 116th meeting [13] suggests using segmentation of the input sequence. Another contribution [14] identified issues when enforcing a maximum temporal distance between key frames. The isolated contribution of specific components in some of the submissions are not yet fully clear and needs further investigation.
Purpose 
In order to better understand the impact of the number of key frames, of regular vs. content adaptive sampling and of using segmentation, the CE aims to
· Assess the matching and retrieval performance that can be achieved by only coding key frames, sampled at different rates. 
· Assess the impact on performance and bitstream size of  using global similarity with different thresholds for discarding similar subsequent key frames.
Approach
The CE will use the CXM v1.0 to perform the experiment, changing key frame selection by varying the parameters for temporal sampling and global similarity.
The CXM uses the CDVS TM14.2 (changes to the global descriptor and/or coordinate coding as proposed in the CfP response [5] are allowed) to extract the descriptors for key frames. The CE has to be performed at least using CDVS mode 0 (or equivalent bitrate) for the extraction, changing only the key frame selection parameters (thresholds). Thus, only these parameters will be used to extract descriptors at different operating points, while the size of a key frame descriptor will be fixed. The target bitrates/operating points have to be kept as specified in the evaluation framework. 
For each run of the experiment, the same temporal sampling, similarity thresholds and CDVS mode parameters must be applied to references and queries in pairwise matching experiments. For retrieval experiments, the same CDVS mode parameters must be applied, while the temporal sampling and similarity thresholds may be modified for the database creation in order to limit memory consumption. However, the details of such modifications must be reported and it should be attempted to run experiments with the same parameters for database creation and queries.
Measures
The evaluation of the results is to be performed as defined by the evaluation framework. In particular, the results for the following measures shall be reported:
· Size of the resulting bitstream (Bps).
· Matching (including temporal localisation) and retrieval performance. 
CE Coordinators
Massimo Balestri (massimo.balestri@telecomitalia.it)
[bookmark: _Toc317895130]CE3 Descriptor Temporal Prediction
Background
The initial responses to CE1 at the 115th meeting [10,11,12] suggest that an increase of the matching and retrieval performance over the CXM baseline can be reached with including more local and global descriptors for a segment, thus increasing CDVA descriptor size. The submissions from PKU to the 115th meeting [12] and from JRS to the 16th meeting [15] indicate that prediction of global and local descriptors can reduce the descriptor size while keeping higher retrieval and matching performance. However, use of a larger number of descriptors increases the computational complexity of encoding, decoding and matching. It needs to be explored, which approaches for predictive coding of local and global descriptors are best suited for CDVA.
Purpose
· Study the bitrate reduction that can be achieved from predictive coding of local and/or global descriptors.
· Study the impact of lossy encoding on the retrieval and matching performance.
· Study the impact on the complexity of encoding, matching and retrieval.
Approach
The starting point for the CE3 is a configuration of CXM v1.0 at the parameters defined for the 256K operating point. This configuration slightly outperforms the CXM baseline, but produces larger descriptors. The parameters to be used are: segmentation threshold 0.3, skip 2 frames before/after. The same parameters shall be used for database construction. In addition, results for other parameter sets may be reported.
Any means of lossless or lossy predictive coding of global and/or local descriptors of a segment can be applied. 
Measures
· Descriptor sizes, matching/retrieval performance and runtimes as defined by the evaluation framework.
· Fraction of descriptor size for global descriptors, local descriptors and coordinates
· Fraction of predicted local and/or global descriptors per frame
CE Coordinator
Jie Chen (PKU, cjie@pku.edu.cn)
CE4 Representation of Deep-learning-based Descriptors
Background
Contributions to the 116th meeting have proposed the use of descriptors based on deep learning, and have identified issues to be studied in further experiments [16, 17]. Among others, the issues to be investigated are the compact representation of descriptors obtained from deep learning, the combination of these descriptors with hand-crafted descriptors, and the memory-efficient extraction of descriptors.
Purpose
· Study approaches for the compact representation of descriptors (e.g., binarisation) obtained from deep learning methods.
· Study the combination of deep-learning-based descriptors with hand-crafted (local and/or global) descriptors.
· Study the efficient representation of learned model to reduce memory requirements and computational complexity during extraction.
Approach
For descriptor representation and combination, the starting point is CXM v1.0. The aim is to compare the performance of the CXM with a pipeline that uses a deep-learning-based descriptor in addition to or in place of the global or local descriptor in CXM. 
Approaches to represent the deep-learning-based descriptors more compactly will be studied. Different approaches of combining the descriptors during matching and retrieval will be studied.
In order to address the issues of memory consumption and computational complexity of the extraction of deep-learning-based descriptors, approaches for the efficient representation of the learned model will be studied.
Measures
· Descriptor sizes, matching/retrieval performance and runtimes as defined by the evaluation framework.
· Memory consumption and runtime of descriptor extraction (including specification of the platform used).
CE Coordinator
Jie Chen (PKU, cjie@pku.edu.cn)
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