INTERNATIONAL ORGANISATION FOR STANDARDISATION
[bookmark: _Toc285723739][bookmark: _Toc285723753][bookmark: _Toc285723766][bookmark: _Toc285726563][bookmark: _Toc285726618]ORGANISATION INTERNATIONALE DE NORMALISATION
ISO/IEC JTC 1/SC 29/WG 11
CODING OF MOVING PICTURES AND AUDIO

ISO/IEC JTC 1/SC 29/WG 11/ N16346
June 2016, Geneva, Switzerland

	Source:
	Requirement

	Title:
	Draft Requirements for Internet of Media Things and Wearables

	Status:
	Approved

	Author:   
	[bookmark: _GoBack]Sang-Kyun Kim




Table of Contents
1	Introduction	1
2	Requirements related to Internet of Media Things and Wearables	2
2.1	General Requirement	2
2.2	Basic MThings	2
2.2.1	Introduction	2
2.2.2	MThing Camera	2
2.2.3	MThing Processing Unit (Process Audio/Video/Graphic/Text/Sensor/Metadata)	3
2.2.4	MThing Storage	4
2.2.5	MThing Display	4
2.2.6	MThing Speaker	4
2.2.7	MThing Microphone	5
2.3	Multi-Function MThings	5
2.3.1	Introduction	5
2.3.2	Smart glasses (Wearables)	5
2.3.3	Smart headset (Wearables)	6

	
[bookmark: _Toc452673062]Introduction
This output is a draft document to specify requirements of Internet of Media Things and Wearables.

[bookmark: _Toc452673063]Requirements related to Internet of Media Things and Wearables
[bookmark: _Toc452673064] General Requirement
	Requirement

	2.1.a.1: Shall be able to communicate with other things

	2.1.a.2: Shall be able to be configured dynamically

	2.1.a.3: Shall be able to provide a unique identifier

	2.1.a.4: Shall be able to provide characteristic descriptions (e.g., capabilities, current status)

	2.1.a.5: Shall be able to send context information to other things

	2.1.a.6: Shall be able to be discovered

	2.1.a.7: Shall be able to support security

	2.1.a.8: Shall be able to expose information related to its reliability

	2.1.a.9: Shall be able to support timeliness aspects

	2.1.a.10: Shall be able to have (limited) storage capabilities
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[bookmark: _Toc452673066]Introduction
This subclause provides requirements for basic media things (MThings) like cameras, microphones, displays, speakers, storages, and processing units. Each basic MThing provides basic requirements along with requirements supporting more advanced functionalities (e.g., recognize A/V objects, interpret A/V context).

[bookmark: _Toc452673067]MThing Camera
	Requirement

	<Basic Part>	

	2.2.2.a.1: Shall satisfy the general requirements

	2.2.2.a.2: Shall be able to capture video data (including images)

	2.2.2.a.3: Should be able to capture audio data

	2.2.2.a.4: Should be able to integrate sensors (e.g., gyro, GPS, environmental sensors)

	2.2.2.a.5: Should be able to compress A/V data 

	2.2.2.a.6: Should be able to transmit or stream A/V data

	2.2.2.a.7: Should be able to transmit or stream intermediate A/V related descriptors/descriptions 

	2.2.2.a.8: Should be able to accept information to control camera settings

	2.2.2.a.9: Should be able to generate metadata related to capabilities and characteristics

	2.2.2.a.10: Should be able to provide actuation commands to control other things

	2.2.2.a.11: Should be able to send commands to other things (e.g., actuators)

	2.2.2.a.12: Should be able to locally process the captured A/V contents

	2.2.2.a.13: Should be able to decide actions to take 

	2.2.2.a.14: Should be able to receive and interpret task descriptions

	2.2.2.a.15: Should be able to process multimedia (audio, video, image, etc.) in an energy efficient way

	

	<Processing Part>

	2.2.2.b.1: Should be able to recognize and interpret gestures

	2.2.2.b.2: Should be able to recognize and/or interpret sound

	2.2.2.b.3: Should be able to extract contours and regions

	2.2.2.b.4: Should be able to provide low-level spatial and temporal A/V descriptions

	2.2.2.b.5: Should be able to recognize and interpret semantic descriptors related to events (e.g., fire, collision, fight, intrusion, etc.)

	2.2.2.b.6: Should be able to provide metadata related to events

	2.2.2.b.7: Should be able to detect entities of interest (e.g., person, car, logos) and provide descriptors for the detected entities

	2.2.2.b.8: Should be able to compare the descriptors from the detected entities with the descriptors in the local storage

	2.2.2.b.9: Should be able to generate semantic metadata of the detected entities (e.g., genders, ages, car types, license plates)

	



[bookmark: _Toc452673068] MThing Processing Unit (Process Audio/Video/Graphic/Text/Sensor/Metadata)
	Requirement

	<Basic Part>

	2.2.3.a.1: Shall satisfy the general requirements

	2.2.3.a.2: Shall be able to process input media (e.g., audio, video, graphic, text, sensor) data and metadata to extract information

	2.2.3.a.3: Should be able to receive and send A/V or sensor data

	2.2.3.a.4: Should be able to receive and send A/V or sensor related metadata descriptors/descriptions

	2.2.3.a.5: Should be able to have storage and processing capabilities

	2.2.3.a.6: Should be able to expose dynamic status information of capabilities related to storages and processing

	2.2.3.a.7: Should be able to receive and interpret task descriptions

	2.2.3.a.8: Should be able to develop and communicate (sub-task) descriptions to other MThings 

	2.2.3.a.9: Should be able to provide actuation commands to control other things

	2.2.3.a.10: Should be able to send commands to other things (e.g., actuators)

	2.2.3.a.11: Should be able to decide actions to take 

	2.2.3.a.12: Should be able to process multimedia (2D/3D AV, VR, AR, etc.) in an energy efficient way

	

	<Processing Part>

	2.2.3.b.1: Should be able to recognize and interpret gestures

	2.2.3.b.2: Should be able to recognize and/or interpret sound

	2.2.3.b.3: Should be able to extract contours and regions

	2.2.3.b.4: Should be able to provide low-level spatial and temporal A/V descriptions

	2.2.3.b.5: Should be able to recognize and interpret semantic descriptors related to events (e.g., fire, collision, fight, intrusion, etc.)

	2.2.3.b.6: Should be able to provide metadata related to events

	2.2.3.b.7: Should be able to detect entities of interest (e.g., person, car, logos) and provide descriptors for the detected entities

	2.2.3.b.8: Should be able to compare the descriptors from the detected entities with the descriptors in the local storage

	2.2.3.b.9: Should be able to generate semantic metadata of the detected entities (e.g., genders, ages, car types, license plates)

	2.2.3.b.10: Should be able to synthesize sounds

	2.2.3.b.11: Should be able to translate languages

	2.2.3.b.12: Should be able to generate natural language responses

	



[bookmark: _Toc452673069] MThing Storage
	Requirement

	<Basic Part>

	2.2.4.a.1: Shall satisfy the general requirements

	2.2.4.a.2: Shall be able to store media data and/or metadata

	2.2.4.a.3: Should be able to receive and send A/V, text, graphics, sensor data

	2.2.4.a.4: Should be able to receive and send A/V, text, graphics, sensor related descriptors/descriptions

	2.2.4.a.5: Should be able to receive and interpret task descriptions

	2.2.4.a.6: Should be able to provide actuation commands to control other things

	2.2.4.a.7: Should be able to send commands to other things (e.g., actuators)

	2.2.4.a.9: Should be able to decide actions to take

	

	<Processing Part>

	2.2.4.b.1: Should be able to search and retrieve based on metadata

	



[bookmark: _Toc452673070] MThing Display
	Requirement

	<Basic Part>

	2.2.5.a.1: Shall satisfy the general requirements

	2.2.5.a.2: Shall be able to display A/V, text, graphic data

	2.2.5.a.3: Should be able to integrate sensors (e.g., gyro, GPS, camera)

	2.2.5.a.4: Should be able to provide actuation commands to control other things

	2.2.5.a.5: Should be able to send commands to other things (e.g., actuators)

	2.2.5.a.6: Should be able to receive data including A/V from external sensors

	2.2.5.a.7: Should be able to relay or stream A/V including text data

	2.2.5.a.8: Should be able to relay or stream intermediate A/V related descriptors/descriptions

	2.2.5.a.9: Should be able to locally process the received A/V (e.g. voice, text data)

	2.2.5.a.10: Should be able to locally process data from external sensors.

	2.2.5.a.11: Should be able to receive and interpret task descriptions

	2.2.5.a.12: Should be able to execute actions

	2.2.5.a.13: Should be able to process multimedia (2D/3D Video, VR, AR, etc.) in an energy efficient way

	

	<Processing Part>

	2.2.5.b.1: Should be able to generate virtual objects like avatars

	2.2.5.b.2: Should be able to display related metadata (e.g., text information) or media (e.g., commercial video clips) with currently played media content

	



[bookmark: _Toc452673071]MThing Speaker
	Requirement

	<Basic Part>

	2.2.6.a.1: Shall satisfy the general requirements

	2.2.6.a.2: Shall be able to play sound

	2.2.6.a.3: Should be able to provide actuation commands to control other things

	2.2.6.a.4: Should be able to send commands to other things (e.g., actuators)

	2.2.6.a.5: Should be able to execute actions

	2.2.6.a.6: Should be able to receive and interpret task descriptions

	2.2.6.a.7: Should be able to process multimedia (audio) in an energy efficient way

	

	<Processing Part>

	



[bookmark: _Toc452673072]MThing Microphone
	Requirement

	<Basic Part>

	2.2.7.a.1: Shall satisfy the general requirements

	2.2.7.a.2: Shall be able to capture audio

	2.2.7.a.3: Should be able to provide actuation commands to control other things

	2.2.7.a.4: Should be able to send commands to other things (e.g., actuators)

	2.2.7.a.5: Should be able to decide actions to take

	2.2.7.a.6: Should be able to receive and interpret task descriptions

	2.2.7.a.7: Should be able to process multimedia (audio) in an energy efficient way

	

	<Processing Part>
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[bookmark: _Toc452673074]Introduction
This subclause provides requirements for media things (MThings) with multiple functionalities like smart glasses, smart headset. Each multi-function MThing supports one or more basic MThing requirements as well as requirements to support its additional (unique) functionalities.  
[bookmark: _Toc452673075]Smart glasses (Wearables)
	Requirement

	<Basic Part>

	2.3.2.a.1: Shall satisfy the general requirements

	2.3.2.a.2: Should satisfy the MThing camera requirements 

	2.3.2.a.3: Should satisfy the MThing display requirements

	2.3.2.a.4: Should satisfy the MThing speaker requirements

	2.3.2.a.5: Should satisfy the MThing processing unit requirements

	2.3.2.a.6: Should satisfy the MThing microphone unit requirements

	2.3.2.a.7: Should be able to provide Natural User Interface (NUI) (e.g., hand gesture, head motion, body gesture, voice, marker, eye tracking, etc.)

	2.3.2.a.8: Should be able to provide NUI in a combined way (multimodal) as well as in an individual way  (e.g., hand gestures or voices)

	2.3.2.a.9: Should be able to provide NUI for controlling the smart glass and sensors/actuators equipped in the smart glass

	2.3.2.a.10: Should be able to provide NUI to control processing (e.g., image analysis) in the smart glass

	

	<Processing Part>

	



[bookmark: _Toc452673076]Smart headset (Wearables)
	Requirement

	<Basic Part>

	2.3.3.a.1: Shall satisfy the general requirements

	2.3.3.a.2: Shall satisfy the MThing speaker requirements

	2.3.3.a.3: Shall satisfy the MThing microphone requirements

	2.3.3.a.4: Should satisfy the MThing processing unit requirements

	2.3.3.a.5: Should be able to receive audio data from external sensors

	2.3.3.a.6: Should be able to transmit or stream audio data including text data (e.g., lyrics)

	2.3.3.a.7: Should be able to transmit or stream intermediate audio related descriptors/descriptions 

	2.3.3.a.8: Should be able to locally process data from external sensors 

	2.3.3.a.9: Should be able to provide Natural User Interface (NUI) (e.g., voice)

	2.3.3.a.10: Should be able to transmit the captured audio to the processing unit

	2.3.3.a.11: Should be able to capture speech under noisy environments

	2.3.3.a.12: Should be able to indicate the connection status

	2.3.3.a.13: Should be able to transmit the user description (e.g., gender, nationality, age) of the headset user to a processing unit

	

	<Processing Part>

	2.3.3.b.1: Should be able to understand voice commands

	



