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Abstract
This document provides a draft Call for Proposals (CfP) for 3D point cloud compression technology for developing a possible future standard in MPEG.
While so far the most common way of representing the visual component of the world has been to take the output of a camera, compress it for transmission and storage using one of the MPEG video coding standards and eventually decode it and present it on 2D displays, there are now more and more devices that capture and present 3D representations of the world. 
A point cloud is a set of points in a 3D space each with associated data relative to the value of the two angles (phi and theta) used in the acquisition, e.g. color, material properties and/or other attributes. Point clouds can be used to reconstruct an object or a scene as a composition of such points. Point clouds can be captured using multiple cameras and depth sensors in various setups and may be made up of thousands up to billions of points in order to represent realistically reconstructed scenes. 
As compression technologies are needed to reduce the amount of data required to represent a point cloud, MPEG is planning to develop a Point Cloud Compression standard targeting lossy compression for use in real-time communications, lossless compression for GIS, CAD and cultural heritage applications, with attributes of efficient geometry and attributes compression, scalable/progressive coding, coding of sequences of point clouds captured over time, and random access to subsets of the point cloud. 
The acquisition of Point Clouds is outside of the scope of this standard.
Introduction
The aim of the future standard is the coding of content represented by static and/or time-varying point clouds.  
Recently, the investigation of new coding tools for static and dynamic 3D point clouds have shown to improve the coding efficiency with respect to existing standard solutions and new tools have been proposed and discussed within MPEG.
In addition, use cases and requirements for Point Cloud Compression have been identified. These are described in MPEG documents [1] and [2] respectively.
All parties that believe they have relevant technologies, satisfying one or more of the requirements mentioned in the requirements document targeting [1], are invited to submit proposals for consideration by MPEG. These parties do not necessarily have to be MPEG members. The review of the submissions is planned in the context of the 117th MPEG meeting in Geneva, Switzerland. Please contact mpeg@telecom-sudparis.eu for details on attending this meeting if you are not an MPEG delegate.
Point cloud compression technologies will be evaluated based upon objective metrics. Results of these tests will be made public, taking into account that no direct identification of any of the contributors will be made (unless it is specifically requested or authorized by a contributor to be explicitly identified). Prior to having evaluated the results of the tests, no commitment to any course of action regarding the point cloud compression technology can be made. In addition, limited subjective evaluation of proposals will be performed in case objective evaluation does not provide definite results.


Timeline
Timeline of the calls, deadlines and evaluation of the answers:

· Call for proposals: 2016.10.21
· Submission deadline: 2017.01.10 (by 23:59 Hours GMT)
· Evaluation of answers: 2017.01.15–01.20 during the MPEG meeting week. (Proponents are strongly advised to present their proposals in person.)
· The first working draft: 2017.01.20

Preliminary Development Plan:
	Year
	Month
	Day
	MPEG mtg
	City
	Country
	Stage

	2016
	10
	21
	116
	Chengdu
	CN
	Approval of CfP

	2017
	01
	20
	117
	Geneva
	CH
	Approval of WD

	
	07
	21
	119
	Torino
	IT
	Approval of CD

	
	10
	27
	120
	TBA
	TBA
	Approval of DIS

	2018
	01
	26
	121
	TBA
	TBA
	Approval of FDIS


Proposal form
In order to register a contribution, an information form must be submitted within each proposal. This form can be found in Annex A of this Call. For those submitting proposals addressing different aspects of this Call, an information form must be filled out for each one.

For each proposal, the evaluation form provided in Annex B of this document must be completed and submitted along with the proposal before the submission deadline as indicated in the Call.

Furthermore proponents are advised that this Call is being made under the auspices of ISO/IEC, and as such, submissions are subject to the ISO/IEC Intellectual Property Rights Policy as approved by the ISO and IEC councils (http://www.iso.org/patents).

Interested parties are kindly asked to respond. The submissions shall be received by the 2017.01.10 (by 23:59 Hours GMT), by Joern Ostermann, chair of the MPEG Requirements sub-Group, (ostermann@tnt.uni-hannover.de) and Marius Preda, chair of the MPEG 3D Graphics sub-Group (),  who will upload all proposals to the MPEG site after the submission deadline. 

Further information on MPEG can be obtained from the MPEG home page at http://mpeg.chiariglione.org. 
Test conditions
Test material Datasets
Below is a list of the 3D point cloud and mesh content sequences to be used. 
· [bookmark: _Ref377686880][bookmark: _Ref378079750]Table 1 - Test Sequences, Dynamic Content

	Resolution
	Sequence name
[bookmark: _GoBack]CERTH/ITI 3D reconstructions
	Sxx
	fps
	Frames to be encoded
	Copyright conditions (Annex B)

	~300K
	Dimitris2-Zippering
	
	24
	~500
	CC2

	~300K
	Alex-Zippering
	
	24
	~500
	CC2

	~300K
	Christos-Zippering
	
	24
	~500
	CC2

	~300K
	Dimitris2-PoissonHigh
	
	24
	~500
	CC2

	~300K
	Alex-PoissonHigh
	
	24
	~500
	CC2

	~300K
	Christos-PoissonHigh
	
	24
	~500
	CC2



	Resolution
	Sequence name
Microsoft Voxelized Upper Bodies [4]
	Sxx
	fps
	Frames to be encoded
	Copyright conditions (Annex B)

	~300K
	Andrew
	
	24
	~100
	CC2

	~300K
	David
	
	24
	~100
	CC2

	~300K
	Phil
	
	24
	~100
	CC2

	~300K
	Ricardo
	
	24
	~100
	CC2

	~300K
	Sarah
	
	24
	~100
	CC2




· Table 3 - Test Sequences, Static Content
	Resolution
	Sequence name
	Sxx
	Instances to be encoded
	Copyright conditions (Annex B)

	~45K
	Queen Mary Dataset
	
	37
	CC1

	~500K
	KLIMT Statue
	
	1
	CC3

	~300K
	Egyptian Mask
	
	1
	CC3



Parameters and conditions
Test conditions and configurations
This section defines the test conditions and related concepts. 
Four test conditions are:
· Lossy Geometry: The decoded compressed content is not necessarily numerically identical to the uncompressed content. The number of points in the output cloud can be less than the number of points in the input cloud.
· Lossless Geometry: The decoded compressed content is numerically identical to the uncompressed content. The number of points in the output cloud is identical to the number of points in the input cloud
· Lossy Attribute: The decoded compressed attribute content is not necessarily numerically identical to the uncompressed content.
· Lossless Attribute: The decoded compressed attribute content is numerically identical to the uncompressed attribute content.
One of the following three combinations may occur: 
· Lossless geometry and lossless attributes 
· Lossless geometry and lossy attributes
· Lossy geometry and lossy attributes
For dynamic point cloud compression three coding constraint conditions are defined:
· C1: All Intra (AI) (only current frame is available to encoder)
· C2: Low delay (LD) (only prior frames are available to encoder, i.e. causality)
· C3: No particular temporal restrictions (N)
Experimental requirements
Lossy test conditions
For each test condition and coding constraint, coded bit streams shall be generated for each sequence.
Mathematically lossless test conditions
For each test condition, coding constraint, and colour format, one bitstream shall be generated for each sequence.
Progressive/Scalable coding Verification
The number of levels of progressive decoding/scalability in a bitstream format could support will be assessed. Proponents shall motivate how the proposal can support this.
Spatial Random Access Verification
It will be assessed if a potential compressed bit stream could support spatial random access, i.e. a accessing a spatial subset of the point cloud. Proponents shall motivate how the proposal can support this.
View dependent Random Access Verification
It will be assessed if View dependent data retrieval form the compressed dataset is possible. Proponents shall motivate how the proposal can support this.
Restrictions
Point cloud compression technologies shall obey the following additional constraints:
1.  Only use post-processing if it is part of the decoding process.
2.  Optimization of encoding parameters using non-automatic means is discouraged.
3. The coding test set shall not be used as the training set for training large entropy coding tables, VQ codebooks, etc.
Elements of a Point Cloud Codec Design
A Point Cloud Codec design has to be characterised by the following elements:
1. A technical description for full conceptual understanding and generation of equivalent performance results by experts. This description should include all data processing paths and individual data processing components used to generate the bitstreams. It does not need to include complete bitstream format or implementation details, although as much detail as possible is desired.
2. The technical description shall also contain a statement about the programming language in which the software is written, e.g. C/C++ and platforms on which the binaries were compiled. Note that low-level programming optimizations such as assembly code/intrinsics and external compression libraries are discouraged.
3. The technical description shall state how the proposed technology behaves in terms of random access to any frame within the sequence.  For example, a description of the GOP like structure and the maximum number of frames that must be decoded to access any frame could be given.
4. The technical description shall specify the expected encoding and decoding delay characteristics of the technology, including structural delay e.g. due to the amount of frame reordering and buffering and the degree by which the delay can be minimized by parallel processing.
5. The technical description shall contain information suitable to assess the complexity of the implementation of the technology, including the following:
· Encoding time1 for each bit stream of the software implementation.  A description of the platform and the methodology used to determine the time is needed.  To help interpretation, a description of software and algorithm optimizations undertaken, if any, is welcome.
· [bookmark: _Ref244388649]Decoding time[footnoteRef:1] for each bitstream running the software implementation of the proposal, run on the same platform.  Proponents shall provide a description of the platform and methodology used to determine the time.  To help interpretation, a description of software optimizations undertaken, if any, is encouraged. [1:  For example, using ntimer for Windows systems.] 

· Expected memory usage of encoder and decoder.
· Complexity of encoder and decoder, in terms of number of operations, dependencies that may affect throughput, etc.
· Complexity characteristics of Motion Estimation (ME) / Motion Compensation (MC): e.g. number of reference frames, sizes of frame memories (and associated decoder data), sample value word length, block size, and motion compensation interpolation filter(s)
· Description of transform(s): use of integer/floating point precision, transform characteristics (such as length of the filter/block size).
· Degree of capability for parallel processing.
· Degree to which bitstreams can be considered progressive
A) Optional information
It is encouraged (but not required) to allow access, on a temporary or permanent basis, to encoded bitstreams and binary executables or source code of point cloud compression technologies.
Source Code
To consider a point cloud codec for evaluation, it is required that certain parts of any technology will be made available in executable code format. When a particular technology is a candidate for further evaluation, commitment to provide source code will be required. 
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[bookmark: _Toc433141191][bookmark: _Toc433533290][bookmark: _Toc3941788]Annex A: Information Form to be filled in by the contributor of a PCC proposal

1. Title of the proposal
2. Organization (i.e., name of proposing company)
3. What does your proposal apply to?
	(a) tele-immersive
	(b) Interactive parallax

	(c) Free viewpoint sports
	(d) GIS

	(e) Cultural Heritage
	(f) Automotive

	(g) other
	



4. What is the main functionality of your proposal? 

5. [bookmark: _Toc433533302]Do you plan to attend the 118th MPEG meeting and make a presentation to explain your proposal and answer questions about it?

6. Will you provide a demonstration to show how your proposal meets the evaluation criteria? 

To clearly identify the requirements satisfied by each proposal, proponents should complete the table of requirements provided below. 

	[bookmark: _Toc125365859]Requirements on PCC
	Addressed functionality
(O/X)

	
	

	
	

	
	

	
	


[bookmark: _Toc3941789]
Annex B: Evaluation Sheet (to be filled during evaluation phase/also to be used for self-evaluation)


Name of the Proposed Description:


Main Functionality:


Summary of Proposal: (a few lines)


Comments on Relevance to PCC:


Evaluation: 

	Criteria
	Evaluation facts
	Conclusions

	
	
	

	
	
	

	
	
	



Content of the criteria table cells:
Evaluation facts should mention:
· Not supported / partially supported / fully supported, e.g., if a particular criteria is not be addressed by a proposal.
· What supported these facts: paper/presentation/demo/test
· The summary of the facts themselves, e.g., very good in one way, but weak in another.
Conclusion should mention:
· Possibilities of improving or adding to the proposal, e.g., any missing or weak features.
· How sure the experts are, i.e., evidence shown, very likely, very hard to tell, etc.
· global evaluation (Not Applicable/ --/ - / + / ++)

New Requirements Identified:



Summary of the evaluation:

· Main strong points, qualitatively: (2-3 lines summary) 



· Main weak points, qualitatively: (2-3 lines summary) 



· Overall evaluation: (0/1/2/3/4/5)
0: could not be evaluated
1: proposal is not relevant to PCC
2: proposal is relevant to PCC, but requires much more work
3: proposal is relevant to PCC, but with a few changes
4: proposal has some very good points and is a good candidate for the WD 
5: proposal is superior in its category and very strongly recommended to the WD

Additional remarks: (points of importance, not covered above.)


Annex C: Data Set Licensing
CC1: Queen Mary University of London (QMUL) (BSD)
/*
 *  Asset License Agreement
 *
 *  Copyright 2014- (c) Queen Mary University of London
 *
 *  All rights reserved.
 *
 *  Redistribution and use in source and binary and other visual forms, with or without
 *  modification, are permitted provided that the following conditions
 *  are met:
 *
*   * Redistributions in binary form must reproduce the above
 *     copyright notice, this list of conditions and the following
 *     disclaimer in the documentation and/or other materials provided
 *     with the distribution.
 *   * Neither the name of the copyright holder(s) nor the names of its
 *     contributors may be used to endorse or promote products derived
 *     from this software without specific prior written permission.
 *
 *  THIS ASSETS ARE PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS
 *  "AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT
 *  LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS
 *  FOR A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE
 *  COPYRIGHT OWNER OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT,
 *  INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING,
 *  BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES;
 *  LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER
 *  CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT
 *  LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN
 *  ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE
 *  POSSIBILITY OF SUCH DAMAGE.
 *
 */

CC2: CERTH/ITI Centre for Electronics Research Technology Hellas (BSD)
/*
 *  Asset License Agreement
 *
 *  Copyright 2013- (c) Visual Computing Lab Information Technologies Institute CERTH/ITI
 *
 *  All rights reserved.
 *
 *  Redistribution and use in source and binary and other visual forms, with or without
 *  modification, are permitted provided that the following conditions
 *  are met:
 *
 *   * All work that makes use of this data should cite the following publications: 
 *   * A. Doumanoglou, D. Alexiadis, D. Zarpalas, P. Daras, 
 *   * "Towards Real-Time and Efficient Compression of Human Time-Varying-Meshes", 
 *   * IEEE Transactions on Circuits and Systems for Video Technology, Vol: 24, Issue: 12, Dec 2014
*    * A. Doumanoglou, D. Alexiadis, S. Asteriadis, D. Zarpalas, 
*    * P. Daras, "On human time-varying mesh compression exploiting activity-related characteristics", 
*    * IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP), 
*    * FLORENCE, ITALY, MAY 4-9, 2014
*
*    * examples include visual quality evaluation comparison, compression algorithm evaluation, 
*    * rendering evaluation, networking transmission evaluation etc.....
*
 *   * Redistributions in binary form must reproduce the above
 *     copyright notice, this list of conditions and the following
 *     disclaimer in the documentation and/or other materials provided
 *     with the distribution.
 *   * Neither the name of the copyright holder(s) nor the names of its
 *     contributors may be used to endorse or promote products derived
 *     from this software without specific prior written permission.
 *
 *  THIS ASSETS ARE PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS
 *  "AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT
 *  LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS
 *  FOR A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE
 *  COPYRIGHT OWNER OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT,
 *  INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING,
 *  BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES;
 *  LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER
 *  CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT
 *  LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN
 *  ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE
 *  POSSIBILITY OF SUCH DAMAGE.
 *
 */

CC3:.Institut Mines Telecom

/*
 *  Asset License Agreement
 *
 *  Copyright 2015- (c) Institut Mines Telecom
 *
 *  All rights reserved.
 *
 *  Redistribution and use in source and binary and other visual forms, with or without
 *  modification, are permitted provided that the following conditions
 *  are met:
 *
*   * Redistributions in binary form must reproduce the above
 *     copyright notice, this list of conditions and the following
 *     disclaimer in the documentation and/or other materials provided
 *     with the distribution.
 *   * Neither the name of the copyright holder(s) nor the names of its
 *     contributors may be used to endorse or promote products derived
 *     from this software without specific prior written permission.

*   Cite the C3DC.fr website to acknowledge the project done to generate this  *   data
 *
 *  THIS ASSETS ARE PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS
 *  "AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT
 *  LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS
 *  FOR A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE
 *  COPYRIGHT OWNER OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT,
 *  INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING,
 *  BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES;
 *  LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER
 *  CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT
 *  LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN
 *  ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE
 *  POSSIBILITY OF SUCH DAMAGE.
 *
 */
 CC3: MSR Microsoft Research Data Licensing

If you publish images or report performance results of these data, we request that you cite this document as Charles Loop, Qin Cai, Sergio Orts Escolano, and Philip A. Chou, “Microsoft Voxelized Upper Bodies – A Voxelized Point Cloud Dataset,” ISO/IEC JTC1/SC29 Joint WG11/WG1 (MPEG/JPEG) input document m38673/M72012, Geneva, May 2016.

