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Abstract
Documents describes Exploration Experiments (EEs) planned to be performed between JVET-C and JVET-D meetings in order to get better understanding of technologies considered for inclusion to the next version of JEM, analyse and verify their performance, complexity and interaction with existing JEM tools.
[bookmark: _GoBack]
Introduction 
JVET group coordinated experiments follow principles described in [1]:
· "Exploration experiments" (EEs) are the coordinated experiments on coding tools which are deemed to be interesting but require more investigation and could potentially become part of the main branch of JEM by the next meeting.
· A description of each experiment is to be approved at the meeting at which the experiment plan is established. This should include the issues that were raised by other experts when the tool was presented, e.g., interference with other tools, contribution of different elements that are part of a package, etc. 
· Software for each tool investigated in EE is provided in a separate branch of the JEM software repository.
· During the experiment, further improvements can be made.
· To promote the tool to the JEM at the next meeting, we would like see comprehensive cross-checking done, with analysis of the software, and understanding of the tool.
· As part of the experiment description, it should be captured whether performance relative to JEM as well as HM (with all other tools of JEM disabled) should be reported by the next meeting.
· EE related discussion shall be carried on the JVET reflector or EE mailing list properly announced in advance. E. Alshina will maintain an EE mailing list, and everyone who wishes to be on the list should contact her. Emails to the EE mailing list should include a [EE] header, and include an EE number identifier as appropriate, e.g. [EE1].
· EE report draft shall be shared with all participants prior to uploading to the JVET website

List of Experiments
EE1: Secondary transform (HyGT) and combination of PDPC and NSST.
JVET-C0042 EE2.3: NSST-PDPC Harmonization [S.-H. Kim, A. Segall (Sharp)]
JVET-C0053 EE2.7: TU-level non-separable secondary transform [X. Zhao, A. Said, V. Seregin, M. Karczewicz, J. Chen, R. Joshi (Qualcomm)]
JVET-C0063 EE2.7 related: Improved non-separable secondary transform [X. Zhao, A. Said, V. Seregin, M. Karczewicz, J. Chen (Qualcomm)]
Brief description of the technology. 
This experiment is targeting exploration following modification of secondary transforms proposed in 3 contributions:
· New secondary transform kernel, so-called Hypercubic Givens transform (HyGT) as a replacement of the current JEM secondary transforms. This includes:
· new 44 secondary transforms;
· new 88 secondary transforms;
· Secondary transform is not applied to LM chroma mode and secondary transform index is not signaled.
· 2 or 4 secondary transform candidates are used
· Decoupling PDPC and NSST by removing the bit-stream restriction currently precluding enabling NSST and PDPC at the same time.
Questions recommended to be answered during EE tests. What is the performance effect of 44 HyGT vs existing JEM secondary transforms? What is the memory usage for storage of 44 HyGT compared to existing JEM secondary transforms? 
What is the performance effect from replacement of 44 HyGT by 88 HyGT in large blocks? What is the memory usage for storage of 88 HyGT compared 44 HyGT?
Experiments should be run in AI and RA configurations.

List of tests to be performed
	#
	Test
	Tester
	Cross-checker

	1
	Existing JEM 44 secondary transforms are replaced by 44 HyGT, where transform is applied to first top 4x4 and 8x8 coefficient sub-group, with 2 or 4 transform candidates.
	Qualcomm
	Samsung

	2
	Existing JEM 44 secondary transforms are replaced by 44 and 8x8 HyGT, where transform is applied to first top 4x4 and 8x8 coefficient sub-group, with 2 or 4 transform candidates.
	Qualcomm
	

	3
	Not applying secondary transform to LM chroma
	Qualcomm
	

	4
	NSST and PDPC are appropriately decoupled w/o 2nd transform kernel modification.
	Sharp
	

	5
	NSST and PDPC are appropriately decoupled with new transform kernels.
	Sharp
	



EE SW owner: Xin Zhao (Qualcomm), Seung-Hwan Kim (Sharp). Cross-checkers: To be announced by T3 (September 26).
EE2: Adaptive primary transform.
JVET-C0022 Proposed improvements to the Adaptive multiple Core transform [Pierrick Philippe (Orange), Victorien Lorcy (bcom)]
JVET-C0054 Grouped signalling for transform in QTBT [X. Zhao, V. Seregin, A. Said, M. Karczewicz (Qualcomm)]
Brief description of the technology. 
This experiment is targeting to the exploration of following modification of Adaptive multiple core transforms suggested:
· Two additional core-transforms kernels:
· DST-IV (which is similar to DST-VII but has a fast algorithm);
· ID (no transform, but not TS as it can be selected separately per direction).
· Adaptive Multiple Transforms flag signaling per area, size of which can be configured and sent in slice header.
Questions recommended to be answered during EE tests. What would happen when just replacing DST-VII by DST-IV in current configuration? What is the logic of the mapping between intra prediction mode, transform size and transform kernel (is it possible to make it symmetric)? What is the performance impact of block-size dependency?
Should area which shares the same Adaptive Multiple Transforms be content dependent and configurable or at least part of the gain is achievable with fixed size of this area? 
List of tests to be performed
	#
	Test
	Tester
	Cross-checker

	1
	Replace DST-VII in JEM by DST-IV 
	Orange
	

	2
	Add ID on top of JEM Adaptive Multiple Core Transforms
	Orange
	

	3
	Add DST-IV on top of JEM Adaptive Multiple Core Transforms on top of test 2 
	Orange
	Samsung

	4
	Test 3 but mapping table between Intra Prediction Mode and Core Transform is the same for all block sizes
	Orange
	Samsung

	5
	Test 3 but mapping table between Intra Prediction Mode and Core Transform is the symmetrical (for vertical and horizontal modes of same angles mirroring symmetric of LUT is expected) 
	Orange
	

	6
	Adaptive Multiple Transforms flag is signaled per area, size of which can be configured and sent in slice header (w/o modification of Core Transform Kernels).
	Qualcomm
	

	7
	Test 6, but Adaptive Multiple Transforms flag is signaled per area of fixed size (w/o signaling in slice header and w/o modification of Core Transform Kernels).
	Qualcomm
	



EE SW owner: Pierrick Philippe (Orange), Vadim Seregin (Qualcomm). Cross-checker: To be announced by T3 (September 26).
EE3: Generalized bi-prediction
JVET-C0047 Generalized bi-prediction for inter coding [C.-C. Chen, X. Xiu, Y. He, Y. Ye (InterDigital)]
This experiment is targeting to the exploration of generalized bi-prediction (GBi) technology. GBi relaxes the restriction that weights used for bi-prediction should be 1/2.  It allows bi-prediction weights to be signaled at the block level for bi-predicted blocks:
P[x] = (1 - w)P0[x + v0] + wP1[x + v1].
The candidate set of weights in the GBi mode comprises 7 weights in total (including 0.5 which corresponds to the conventional bi-prediction mode). These weights are arranged from the lowest to the highest in the candidate set,  W={-1/4, 1/4, 3/8, 1/2, 5/8, 3/4, 5/4}. The binarization of syntax element for the weigh depends on mvd_l1_zero_flag. The combination with Local Illumination Compensation and BIO and the advanced temporal prediction techniques in JEM is provided. Adjustment to BIO is likely needed.
Questions recommended to be answered during EE tests. What is the meaning of the negative weight in bi-prediction? How does gain grow with additional new weights (one-by-one)? Is it possible to reduce encoder complexity by using fewer weights or restricting some of those at encoder side? 
List of tests to be performed
	#
	Test
	Tester
	Cross-checker

	1
	Three weights for bi-prediction: {3/8, 1/2, 5/8}. This test includes 3/8 and 5/8 in addition to 1/2.
	InterDigital
	Sharp

	2
	Five weights for bi-prediction: {1/4, 3/8, 1/2, 5/8, 3/4}. This test further includes 1/4 and 3/4 on top of Test #1.
	InterDigital
	Samsung

	3
	Negative weight for bi-prediction: {-1/4, 1/4, 3/8, 1/2, 5/8, 3/4, 5/4}. On top of Test #2, this test additionally allows the use of weights smaller than 0 or greater than 1.
	InterDigital
	Samsung


EE SW owner: C.-C. Chen (InterDigital). Cross-checker: T. Ikai (Sharp) To be announced by T3 (September 26).
EE4: Improved affine motion prediction
JVET-C0062 Improved affine motion prediction [F. Zou, J. Chen, M. Karczewicz, X. Li, H.-C. Chuang, W.-J. Chien (Qualcomm)]
The 6-parameter affine motion model is used in addition to the existing 4-parameter affine motion model. Order of candidates in affine merge mode has been modified.
Questions recommended to be answered during EE tests. What if we just replace 4-parameters affine model by 6-parameters model? What is the impact of change the order of candidates in affine merge? What is the performance of proposed affine MC changes on affine motion friendly content (with zooming and so on)?
List of tests to be performed
	#
	Test
	Tester
	Cross-checker

	1
	Modify an order of candidates in affine merge as proposed (w/o addition of 6-parameters affine model). 
	Qualcomm
	

	2
	Replace 4-parameters affine model by 6-parameters model.
	Qualcomm
	Samsung

	3
	Add 6-parameters model on top of JEM (with modified order of candidates in affine merge).
	Qualcomm
	


Additionally to JVET common test conditions affine MC friendly content should be used in tests (TBD for example, TractorPart_1920x1080_25.yuv). 
EE SW owner: F. Zou (Qualcomm). Cross-checker: To be announced by T3 (September 26).
EE5: Improved MV coding
JVET-C0068 Motion vector coding optimizations [J. Samuelsson, P. Wennersten, R. Yu, U. Hakeem (Ericsson)]
This experiment is targeting to the exploration of following changes proposed for motion vector coding improvement:
· Derive the sign of one of the motion vector component from other coded information
· Allow one of the motion vectors in bi-prediction to be used as predictor for the other, 
· Use new rounding criteria for full-pixel motion vectors that depends on the mvp index selected
Questions recommended to be answered during EE tests. What is performance gain of each modifications separately in QTBT framework? Motion vector hiding should be modified for QTBT (since there will be no PU any more).
List of tests to be performed
	#
	Test
	Tester
	Cross-checker

	1
	Motion vector sign hiding (w/o other modifications proposed).
	Ericsson
	Samsung

	2
	Prediction list candidate update (w/o other modifications proposed).
	Ericsson
	

	3
	Full and half pel candidate rounding (w/o other modifications proposed).
	Ericsson
	

	4
	Modifications from tests 1, 2 and 3 together.
	Ericsson
	


EE SW owner: J. Samuelsson (Ericsson). Cross-checker: To be announced by T3 (September 26).
EE6: Extended intra prediction reference
JVET-C0043 Arbitrary reference tier for intra directional modes [Y.-J. Chang, P.-H. Lin, C.-L. Lin, J.-S. Tu, C.-C. Lin (ITRI)]
JVET-C0071 Multiple line-based intra prediction [J. Li (Peking Univ.), B. Li, J. Xu (Microsoft), R. Xiong (Peking Univ.), G.-J. Sullivan (Microsoft)] [late]
This experiment is targeting to the exploration of extended Intra prediction references to multiple lines, in single line increments, in the following ways:
· Reference tiers are additional lines/columns from non-boundary samples of reference blocks. These may be used instead of the boundary samples. 
· Not only the nearest reference line but also further reference lines are utilized in intra prediction. The prediction generated from further reference line will compete with the prediction generated from the nearest reference line in order to choose the best prediction for each block. When further reference line is used, a residue compensation procedure is introduced to further refine the prediction.
Questions recommended to be answered during EE tests. What is the performance of proposed technologies compared to the JEM with the same encoder complexity (full search of 67 Intra prediction modes, for example)? Which N (number of lines) (in JVET-C0043) provides the best tradeoff between performance and complexity? What are the benefits of residual compensation?
Requested that the software be configurable so that 1 additional tier (N=2) can be available in the software.
Experiments should be run in AI and RA configurations.
List of tests to be performed
	#
	Test
	Tester
	Cross-checker

	1
	Use 2 additional tiers compared to JEM (N=3 lines/columns in JVET-C0043).
	ITRI
	Sharp

	2
	Use 3 additional tiers compared to JEM (N=4 lines/columns in JVET-C0043).
	ITRI
	

	3
	Multiple line-based intra prediction from JVET-C0071 with N = 3 (w/o residual compensation) .
	Microsoft
	Sharp

	4
	Multiple line-based intra prediction from JVET-C0071 with N = 4 (w/o residual compensation) .
	Microsoft
	

	5
	Residual compensation on top of test 3. 
	Microsoft
	

	6
	Residual compensation on top of test 4.
	Microsoft
	

	7
	JEM with similar encoder complexity (using other than the fast search for intra mode), with N = 4.
	Microsoft, ITRI
	

	8
	JEM with similar encoder complexity (using other than the fast search for intra mode) and proposed new intra prediction methods applied together to study the additional improvement on top of the better anchor, with N = 4.
	Microsoft, ITRI
	


EE SW owner:  Y.-J. Chang ( ITRI), J. Xu (Microsoft). Cross-checker: T. Ikai (Sharp) To be announced by T3 (September 26).
EE7: Adaptive clipping
JVET-C0040 Adaptive Clipping in JEM2.0 [F. Galpin, P. Bordes, F. Le Léannec (Technicolor)]
This experiment is targeting to the exploration of modification of clipping process with signaled values. The clipping bounds are determined from the original signal characteristics and encoded in the slice-header using prediction reference frame clipping bounds (in non-Intra pictures). Residuals smoothing for clipped samples is applied (encoder only modification).
Questions recommended to be answered during EE tests. What would be the visual quality impact from proposed clipping modification? What would be an effect of proposed clipping modification as post processing, not in the loop (which could be done by SEI)?
The experiment will be carried out with the following 3 tests:
1. The Clipping bounds are encoded in the slice header without prediction.
The Clipping uses these clipping bounds in place of the current regular clipping bounds [0;(1<<bitdepth)-1], everywhere in the code, included for the pictures that are stored in the DPB.
2. The Clipping bounds are encoded in the slice header, possibly predicted with previously encoded clipping bounds (prediction of Clipping bounds).
As in test-1, the Clipping uses these clipping bounds in place of the current regular clipping bounds [0; (1<<bitdepth)-1], everywhere in the code, included for the pictures that are stored in the DPB.
3. As in test-2, the Clipping bounds are encoded in the slice header, possibly predicted with previously encoded clipping bounds (prediction of Clipping bounds).
But the Clipping uses these clipping bounds only for displayed samples, not in the loop (PSNR calculation), elsewhere regular clipping [0; (1<<bitdepth)-1] is used. In the DPB, the pictures use regular clipping [0; (1<<bitdepth)-1].
Implementation complexity tradeoffs of the tests should be described.

List of tests to be performed
	#
	Test
	Tester
	Cross-checker

	1
	Clipping modification only (clipping parameters signaled explicitly w/o prediction from reference frame)
	Technicolor
	Samsung

	2
	Prediction of clipping values from reference frame on top of Test 1. 
	Technicolor
	

	3
	Test 2 but as post-processing (only displayed samples are modified, reference pictures use JEM clipping).
	Technicolor
	


EE SW owner Franck Galpin, Philippe Bordes (Technicolor). Cross-checker: To be announced by T3 (September 26).
EE8: Decoder side intra mode derivation
JVET-C0061 Decoder-side intra mode derivation [X. Xiu, Y. He, Y. Ye (InterDigital)]
This experiment is targeting to the exploration of decoder-side intra mode derivation (DIMD) approach. The DIMD derives the intra prediction mode and so reduces the overhead of intra mode signaling. Further, because no mode signaling is needed in DIMD, intra prediction can be performed at higher granularity than in JEM. A one-line wide reference is used to determine the best direction for predicting an L-shaped template which has a width of 2 or 4 samples, depending on block size. DIMD in case of 2Nx2N is signaled by an additional flag, no MPM is used, and additional flag that indicates if it is invoked at TU or PU level. For NxN, DIMD is put in first place of MPM list.
Questions recommended to be answered during EE tests. What is the best tradeoff complexity vs. compression benefit? How does the gain depend on the template size used in the search (1,2,4)? Is it possible to restrict this technology and not use in small blocks?  Is it possible to restrict the number of search candidates further? Is it possible to remove parsing dependencies (shall not rely on reconstructed samples)? How this tool can be aligned with QTBT; if it is intended to still retain two different ways of treating for larger and smaller blocks (as currently for 2Nx2N and NxN)? The comparison against anchor with similar encoder complexity (using other than the fast search for intra mode) was requested (and also identify if decoder-side derivation still gives similar gains when the encoder would check more modes).
Experiments should be run in AI and RA configurations.
The 2Nx2N signaling method from C0061 will be used. 
List of tests to be performed
	#
	Test
	Tester
	Cross-checker

	1
	Decoder-side intra mode derivation with L=1 (all block sizes). Same signaling regardless of block sizes.
	InterDigital
	Huawei


	2
	Decoder-side intra mode derivation with L=2 (all block sizes). Same signaling regardless of block sizes.
	InterDigital
	Huawei


	3
	Decoder-side intra mode derivation, template size depends on block size.
	InterDigital
	Samsung

	4
	Test 3, but disable DMID mode for blocks smaller than 64 pixels
	InterDigital
	Samsung

	5
	Test 3, but use the same intra modes (number, direction) as JEM
	InterDigital
	Sharp

	6
	JEM with similar encoder complexit as Test 3
	InterDigital
	Qualcomm

	7
	JEM with similar encoder complexity as Test 3 (using other than the fast search for intra mode) and the proposed new intra prediction method applied together to study the additional improvement on top of the better anchor.
	InterDigital
	ITRI


EE SW owner:  X. Xiu (InterDigital). Cross-checker: To be announced by T3 (September 26).
EE 9 Adaptive Scaling for Extended Colour Volume Material 
JVET-C0066 On Coefficient Scaling [D. B. Sansli, D. Rusanovskyy, J. Sole, A.K. Ramasubramonian, M. Karczewicz (Qualcomm)]
Brief description of the technology. This contribution proposes an alternative to the residual scaling proposed in JVET-B0054. The motivation in JVET-B0054 is to remove the overhead of delta QP that is signaled by the encoder to compensate for the reshaping of quantization noise as a function of brightness in next generation containers such as ST 2084. This is accomplished by adapting the scaling of AC coefficients based on the DC coefficient and reconstructed prediction mean. In the new proposal, scale determination method is modified to allow the scaling of all coefficients equally and scaling operation is moved after dequantization block in decoder for simpler design. Simulations are conducted using HDR/WCG sequences from JCT-VC. Random access configuration with 64x64 CTU size show an average of 2.5 % BD-rate gain for delta-E.
JVET-C0095 EE2.4: De-quantization and Scaling for Next Generation Containers [Jie Zhao, Andrew Segall, Seung-Hwan Kim] [late]
Brief description of the technology.  This document provides an update on the EE2.4 exploration of “De-quantization and scaling for next generation containers”.  The asserted goal of the document is to provide answers to some of the questions raised as part of the EE process.  Specifically, information is provided about the complexity of the function f(), the overhead of delta QP signalling as employed in the HDR super anchors developed in the MPEG process, and the performance of the tool when coding ST-2084 content.  Additionally though, the document reports and proposes a methodology to measure the performance of the EE2.4-like tools that attempt to re-shape the quantization noise.  The proposed method uses a weighted PSNR metric that is derived directly from the re-shaping function under test.  Use of this weighting is then combined with traditional BD-rate and BD-PSNR calculations.  Using this approach, the proposed method is shown to provide approximately 1.9% gain relative to signaling delta QP information.
Decoder infers QP adjustment based on average luma values and LUT that is signaled infrequently (e.g., once per sequence). Remains compatible with current Delta QP signalling. For case of luma, only AC coefficients are affected, and not the DC coefficients.
JVET-C0102 Luma delta QP adjustment based on video statistical information [J. Kim, J. Lee, E. Alshina, Y. Park (Samsung)] [late]
Brief description of the technology.  This contribution is identical to JCTVC-W0039. Contribution is targeting to performance improvement of high dynamic range video compression using existing HEVC tools. The result of the contribution shows that the performance can be improved by adjusting the luma qp based on the video statistical property. Depending on the average of the luma components in a picture and the luma block average and variance, the algorithm adjusts the delta qp for each ctu. The performance of the algorithm is evaluated with the same method of SuperAnchor v3.2 and shows consistently better compression performance.
Questions recommended to be answered during EE tests. 
· What is performance of JVET-C0066, JVET-C0095 and JVET-C0102 using the content and test conditions provided by the AhG 7 on JEM coding of extended colour material with:
· Results reported with the weighted BD-Rate and BD-PSNR metrics, where the weighting corresponds to the target luma-to-QP mapping function. 
· Results reported with BD-Rate and BD-PSNR for the tPNSRY and deltaE metrics, where the metrics are computed from linear RGB
· Results reported for visual quality assessment
· What is the benefit of combining different aspects of the JVET-C0066, JVET-C0095 and JVET-C0102?

List of tests to be performed
	#
	Test
	Tester
	Cross-checker

	1
	Performance of JVET-C0066 using the content and test conditions provided by AhG7
	Qualcomm
	

	2
	Performance of JVET-C0095 using the content and test conditions provided by AhG7
	Sharp
	

	3
	Performance of JVET-C0102 using the content and test conditions provided by AhG7
	Samsung
	

	4
	Performance of combined aspects of JVET-C0066, JVET-C0095 and JVET-C102 using the content and test conditions provided by AhG7 
	Sharp, Qualcomm,Samsung
	



EE SW owner: Jie Zhao (Sharp), D. B. Sansli (Qualcomm). Cross-checker:. To be announced by T3 (September 26).
Software and communication channel
A separate branch under the experimental section will be created for each new tool include in the EE. The proponent of that tool is the gatekeeper for that separate software branch. (This differs from the main branch of the JEM, which is maintained by the software coordinators.)
New branches may be created which combine two or more tools included in the EE document or the JEM. Requests for new branches should be made to the software coordinators.
Cross-check 
Don’t need to formally name cross-checkers in the initial version of EE document. To promote the tool to the JEM at the next meeting, we would like see comprehensive cross-checking done, with analysis of the software, and understanding of the tool.

Test conditions
JEM common test condition should be used (unless otherwise noted in test description).
Time line
T1= 3 weeks after JVET-C meeting = June 23: To revise EE description and refine questions to be answered. Questions should be discussed and agreed on JVET reflector.
T2 = JEM3.0 SW release + 4 weeks: Integration of all tools into separate EE branch of JEM is completed and announced to JVET reflector.
	Initial study by cross-checkers can begin.
	Proponents may continue to modify the software in this branch until T3
	3rd parties encouraged to study and make contributions to the next meeting with proposed changes
T3: JVET-D meeting start – 3 weeks = September 26: Any changes to the exploration branches software must be frozen, so the cross-checkers can know exactly what they are cross-checking. An SVN tag should be created at this time and announced on the JVET reflector. Name of the cross-checker and list of specific tests for each tool under study in EE will be announced in JVET reflector by this time. Full test results must be provided at this time (at least for proposals targeting to be promoted to JEM at the next meeting).  
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