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[bookmark: _Toc325198431]Introduction
At the 112th meeting, MPEG issued a call for proposals for Compact Descriptors for Video Analysis (CDVA) - Search and Retrieval [1]. In response to the CfP, three full proposals [5,6,7] and one partial proposal (addressing trajectory coding) [8] were received. At the 114th meeting, these proposals were evaluated and analysed. This document provides a summary of the full proposals received and provides the preliminary evaluation results obtained at the meeting.

General overview of the proposals
The proposed solutions are broadly based on the CDVS framework [9], and encode the feature descriptions of video frames or video segments using a combination of global descriptors, local descriptors and key-point locations.

Proposal [5] encodes every video frame using CDVS descriptors with predictive coding applied to local and global descriptors. Temporal prediction with multiple reference frames is also applied to key-point locations, based on an affine or translational motion models.  

Proposal [6] extracts segment-level representations, by selecting a subset of global and local descriptors that best represent the underlying segment. Global descriptors are predictively coded with respect to the reference frame. Local features are grouped into one list per segment, with near-duplicate removal. Predictive coding is used for local descriptors, while key-point locations are coded independently for each of the selected frames.

Proposal [7] extracts segment-level representations, by selecting a sub-set of representative frames, based on global feature similarities.  A new global descriptor called RVD is introduced. The selected frames are coded independently, the description comprising global features, local features and key-point locations. The proposal uses only the lowest operating point of 16kBps, hence results for higher points are the identical (and only a fraction of the bandwidth is used for 64 and 256kBps). 
 
Evaluation 
The proposed technologies have been evaluated in a retrieval and in a pairwise matching experiment. The experiments are performed on the dataset collected by MPEG, consisting of a set of references, queries and distractors (see [2] for details). The MPEG CDVA dataset contains more than 23,000 video clips, equivalent to around 1,600 hours of content. The detailed number of items is in each group is shown in Table 1. 

	Type
	Items of interest
	Instances

	
	
	Videos
	Images

	Queries (unmodified)
	796
	5029
	260

	Queries (modified)
	123
	4686
	0

	References
	796
	5128
	0

	Distractors (UGC)
	n/a
	4701
	0

	Distractors (broadcast, archival, education)
	n/a
	3789
	0


Table 1. Number of items of interest and videos/images contained in the evaluation data set.

The retrieval experiment is intended to assess the performance of proposals in the context of a video retrieval system. Descriptors for the query, reference and distractor sets are extracted. The reference set and the distractor set are used to create a database index. The descriptor of each query is used to perform retrieval operations on the database index. The pipeline returns results in the form of a ranked list of matches in the database. This list as well as ground truth information are used to compute retrieval performance, expressed as mean Average Precision (mAP).

The pairwise matching experiment assesses the performance of proposals in an application that uses descriptors for video/image content matching, to detect the query object in videos. Pairwise matching is performed for videos in the query set against matching and non-matching videos in the reference set. The result of each comparison is a match or no-match decision, which is then compared to the ground truth. The results are expressed as the success rate at 1% false alarm rate. The accuracy of temporal localization is also assessed and expressed as a Jaccard index between the true and detected temporal intervals.

Table 1 presents the pairwise matching and retrieval results reported for 3 operating points: 16kBps, 64kBps and 256kBps, plus interoperability between the 16 and 256 kBps. It can be seen that in retrieval experiments, the best results achieved an mAP of 0.728. For the pairwise matching experiments, the best success rate achieved is 0.798, at the false alarm rate of 1%. In temporal localization, the Jaccard index was between 0.567 and 0.622, depending on the bitrate. 
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Table 2. Performance at 3 operating points (16kBps, 64kBps and 256kBps) for Pair-wise matching (success at 1% FPR), Retrieval (mAP), and Temporal Localisation (Jaccard index) 

Complexity of the extraction, matching and retrieval is summarized in Table 3. The numbers are approximate and reflect the typical execution time on a single core of a modern processor (such as E5-1620 or E5-2692). The top memory use was also estimated and is presented in the table. It should be recognized that this is a very crude, but nevertheless useful characterization of the complexity. None of the proposals managed to perform retrieval within the 60 seconds limit stipulated by the call, although two proposals came close, requiring about 2 minutes. 
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Table 3. Complexity in terms of execution time and peak memory use

It should be noted that due to the complexity of the evaluation framework, which requires several days to run for single operating point, the above results are not optimized and therefore may not reflect the full capabilities of the proposed CDVA processing pipelines. 

1 [bookmark: _Toc317895130]Conclusions
Based on the proposals submitted and the performance evaluation, MPEG concludes that technology exists to underpin standardization of Compact Descriptors for Video Analysis. The analysis of the results indicates that each of the technologies submitted has individual benefits and further optimization is possible. Therefore, a more rigorous process of collaborative development is started, by establishing a framework for experimentation and conducting core experiments.
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