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Introduction
Companion screen applications let user enjoying broadcast programmes access related information on other – typically internet-connected – devices. This document provide use cases and requirements about a standard technology in this domain. This work has originated as part of the FP7 Project BRIDGET[footnoteRef:1], whose research has received partial funding from the European Commission 7th Framework Programme under grant agreement Nr. 610691. [1:  www.ict-bridget.eu] 

The notion of bridget: 
A bridget a link from the programme being watched to external interactive media elements such as web pages, images, audio clips, different types of video (2D, multi-view, with depth information, free viewpoint) and synthetic 3D models.
A bridget can be just a link from a portion of a “source” programme to a single media item but also a series of links from a collection of source programme components (images and video clips) to a set of destination media. More generally a bridget can be a collection of links from a set of source media items to a set of destination media items, e.g.
1. An image points to an image or a set of images
2. An object in an image points to an object in an image or to an image or to a set of images
3. A slide part of a slide show points to audio clip
4. An audio clip in an audio points to the corresponding score sheet
5. Different images drawn from a programme point to different web pages
6. A video clip from a video points to a set of related videos
7. Etc.
A bridget, however, is not simply a URL, but contains two data structures: one related to the source media item and the other related to the destination media item. It may also contain information on how the bridget itself should be presented to the user.
The document contains the following additional chapters.
Use cases
Use case 1 – Earthquake news
Franco is an Italian citizen, born in a small city in Emilia, now working abroad. Watching a news broadcast, he learns of a big earthquake in his region and is anxious to know the effect on his city. Instead of using his tablet to get more information by searching the Internet, Franco uses the tablet empowered by a new service, whose free “app” he has downloaded. Franco can easily select any object from the video and obtain on the tablet images and videos containing the same object.
Franco immediately uses his tablet to access bridgets embedded in the broadcast program. In less than a second he gets eyewitness videos filmed in his town and uploaded on web repositories, but also videos of other broadcasters reporting on the disaster. By accessing his own image library, he selects an image with his house and, in a few seconds, all the broadcast content with video shots containing the house are displayed on the tablet. He can consider himself lucky: his house is still standing and has not suffered substantial damage.
	[image: Macintosh HD:Users:boberm:Desktop:Screen shot 2012-12-31 at 01.49.33.png]
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Use case 2 – Pope Election
A new Pope has been just elected. The atmosphere of the places around St. Peter’s Cathedral can inspire many ways of enriching content during this historical event. The production staff of broadcaster A, on the spot with a remote OB van, starts editing the next news item to be reported at the upcoming newscast – the most important one of the last week or so since they are abroad. The editor scrolls the content shot by shot and selects which scenes are worth being used to document what happened during the day, culminating in the appearance of the Pope at the famous balcony. During this operation he frequently queries the available video repositories, previously indexed by the system, finding out relevant pictures and videos with which to enrich the content being produced for the second screen. These repositories are also constantly updated with bursts of images and videos available from the most popular social media sites. 
Use case 3 – Live Concert
A live performance of the favourite band is always an exciting event for music lovers. After the report of the new Pope election, the news goes to the regional chronicle. In that day, the main local news relate to the recent live performance of a band in town. This band is Laura’s favourite, but she was not able to attend the concert. However, she would be very interested in enjoying an immersive experience projecting her into the world of sounds produced during the concert. The news report doesn’t really help, the speaker overlaps with the music, and the full concert is of course not available in such a short time. However, Laura can enjoy the audio file provided by the broadcaster that provides users with a new and enriched sound experience, recorded through their professional equipment. Immersive 3D audio recording is available through the tablet, and rendered on the headphones. Laura clicks the audio icon on the tablet, and she is displayed a map of the stage with all the musicians playing and she will be ideally placed in the middle of the stage, enjoying the music as if she is in the theater. Interacting with the tablet, Laura can also change her listening positions to get closer to the different players/instruments.
Use case 4 - Tourism
Anna, a film fan, is watching “La dolce vita”, directed in 1960 by the great director F. Fellini. Many know Fellini as a major film director, but few know his passion for Rome’s architecture. Although Anna has already watched this film several times, she is doing it again this evening, since it is being broadcast by RAI, who advertised it as a completely new film experience.
During the “Fontana di Trevi” scene, her bridget-enabled tablet “wakes up”: Anna notices that the fountain becomes an interactive object, and by clicking on it she is offered other films in the RAI archives, with other fountains in Rome (actually, fountains were a “leitmotif” in Fellini’s entire filmography).
What about churches? Why are they not becoming interactive? Anna draws a red rectangle around a church in Fellini’s film and the tablet initiates a free search (see Figure 2). 

[image: ]
[bookmark: _Ref378587535][bookmark: _Toc376956386][bookmark: _Toc378621704]Figure 1 Interactive Trevi Fountain example.

Visual descriptors extracted from the red box are sent to a database where a match is found identifying “Santa Maria in Via”, also in Rome. The system yields images, videos and 3D objects representing the church and the fountain from various sources (movies, images from web and professional archives), e.g. as shown by the set of sample images in Figure 3. 
[image: ]
[bookmark: _Ref378587631][bookmark: _Toc378621705]Figure 2 Exemplary multimodal “Santa Maria in Via” church archive.

Typical bridget workflow
Bridgets are links which exist because of some inherent semantic relationship between content items. As such, they can be products of an editorial decision, taken by someone as the result of the inspection (which can be manual or automatic) of content items, and can be objects of a workflow which involves different roles taking care of finding, organising and finally crafting the data that constitute them. The nature of a bridget is however quite different than traditional linearity of media content, and as such it induces a different, more “distributed” workflow. In fact, whether a piece of media content is a candidate source or destination for a bridget can be the result of an editorial decision taken at any moment and by quite different kind of users. 
What is foreseeable is a sort of “layered” approach at producing bridgets in which actors with different roles defines bridgets under different perspectives and possibly concurring at the same time. Authors of programmes will define bridget end points (i.e. sources and destination content items) following criteria matching with the editorial intention, main distribution channel or target audience of the programme. At the same time marketing and commercial operators (e.g., advertisement agents) will define such end points following their own mind-setting, which may be independent from the authorial perspective. Last, but definitely not least, final users can define their own ways for bridgets through social media interaction. All the above approaches can include not only the generation of the linking information but also of information related to how referenced content have to be presented graphically or should interact with the user.
[image: DaisyChain.png]
[bookmark: _Ref401149193]Figure 3. Bridget creation workflow.
The result is that the way in which bridget information would be created is quite different from traditional linear approaches to media production, and more following a daisy chain paradigm (see Figure 3)
Following this vision, as a natural consequence we see the prominent need to have a standard format for representing and exchanging bridget-related information in order to integrate all the systems that, in the different and disparate aforementioned domains, will have a role in generating bridget information. 
In the following Section we identify an initial set of requirements that such a format shall be able to satisfy.

Requirements
A standard media linking application format implementing the bridget concept shall satisfy the following requirements, subdivided in five main categories.
Source production data
Identification metadata
	Requirement 
	Definition 
	Note

	Identification Metadata
	The MLAP format shall be able to represent identification metadata about the source content
	

	Example: Titles, credits, genre classification, archive identifiers.



Technical metadata
	Requirement 
	Definition 
	Note

	Technical Metadata
	The MLAP format shall be able to represent technical metadata about the instance of the source content 
	

	Example: media container, video encoding, duration



Source content data
Access metadata
	Requirement 
	Definition 
	Note

	Source Access Metadata
	The MLAP format shall be able to represent access information needed to retrieve and use the source content
	

	Example: URLs, URIs, access credentials 



Descriptive metadata
	Requirement 
	Definition 
	Note

	Source Descriptive Metadata
	The MLAP format shall be able to represent descriptive metadata about the source content
	

	Example: low level audio and video descriptors, CDVS descriptors, structural descriptions, annotations, content-based classification



Link related data
Contextual metadata (source-destination relationship)
	Requirement 
	Definition 
	Note

	Source Contextual Metadata
	The MLAP format shall be able to represent metadata about the source content in the context of a specific link or class of links
	Expresses the reasons for which the user generating the link thinks that the content is worth being linked as a source

	Example: textual annotations, references to external resources



	Requirement 
	Definition 
	Note

	Destination Contextual Metadata
	The MLAP format shall be able to represent metadata about the destination content in the context of a specific link or class of links
	Expresses the reasons for which the actor generating the link thinks that the content is worth being linked as a destination

	Example: textual annotations, references to external resources



Bridget production metadata
	Requirement 
	Definition 
	Note

	Link  Identification Metadata
	The MLAP format shall be able to represent identification metadata about a link
	A link is the result of an editorial work. As such it shall be identified, classified and credited to its authors.

	Example: Titles, credits, genre classification, target users.


Segment-based linking
	Requirement 
	Definition 
	Note

	Linking source segments
	The MLAP format shall be able to identify spatio-temporal segments of a media item as sources of a link
	

	Example: moving or still regions, audiovisual segments



	Requirement 
	Definition 
	Note

	Linking to destination segments
	The MLAP format shall be able to identify spatio-temporal segments of a media item as destination of a link
	

	Example: moving or still regions, audiovisual segments, media tracks



Destination content data
Access metadata
	Requirement 
	Definition 
	Note

	Destination Access Metadata
	The MLAP format shall be able to represent access information needed to retrieve and use the destination content
	

	Example: URLs, URIs, access credentials 


Descriptive metadata
	Requirement 
	Definition 
	Note

	Destination Descriptive Metadata
	The MLAP format shall be able to represent descriptive metadata about the source content
	

	Example: low level audio and video descriptors, CDVS descriptors, structural descriptions, annotations, content-based classification



Presentation data
Scene description
	Requirement 
	Definition 
	Note

	Scene structure
	The MLAP format shall be able to represent the scene graph as a hierarchical collection of nodes.
	

	Scene elements
	The MLAP format shall be able to represent the following types of information:
· elementary media and their spatial and temporal properties,
· programming information such as scripts,
· user interactivity,
· data obtained from sensors (such as microphone, orientation, acceleration) and data to control actuators (such as vibration)
	

	Example: Graphical User Interface, 2D image and text composition, 
3D graphics environment


Media
	Requirement 
	Definition 
	Note

	Media type
	The MLAP format shall be able to represent 
· Text with different font types, 
· 2D/3D image: single image, stereo images, multi-views images, colour plus depth images 
· 2D/3D audio: natural and synthetic audio, spatial audio 
· 2D/3D video: single video, stereo video, multi-views videos, colour plus depth videos, 
· 2D/3D Graphics (static and animated): simple geometric primitives (lines, curves, sphere, cylinder, ...), complex geometric primitives (free form surfaces, volumes, ...)
	

	Media compression
	The MLAP format shall be able to support compression of the different media types:
· 2D/3D Graphics object (static and animated) compression 
· Image compression
· Video compression
· Audio compression
· Scene compression

	

	Example: JPEG and PNG for 2D images, MPEG-4 AAC for sound, MPEG-4 AFX for 3D graphics



Identify and analyse real signals
Local processing
	Requirement 
	Definition 
	Note

	Signal analysis
	The MLAF format shall be able to support the representation of the reference signal (e.g. representative sound) or a model characterizing it.
A MLAF device should be able to execute signal analysis by using the reference signal or/and its model and implementing standardised or third-party identification and tracking methods.
	

	Example: recognising an audio track, computing the timestamp within an audio track.


Remote processing
	Requirement 
	Definition 
	Note

	Signal analysis
	MLAF shall support the communication with dedicated providers that execute signal analysis.

	

	Example: recognising an audio track, computing the timestamp within an audio track.




Annex – Enabling Technologies
[bookmark: _Toc401136923]MPEG-7 Audiovisual Description Profile (AVDP)
MPEG-7, formally named “Multimedia Content Description Interface” [7], is a standard for describing the multimedia content data that supports a comprehensive range of descriptors and descriptor schemes ranging from low level audio and video features to high level semantic features. MPEG-7 is allowing some degree of not unambiguous interpretation of the information meaning as the same abstract information structure could be represented in several – all compliant - manners.
To overcome these issues MPEG-7 also provides in Part 9 a profiling mechanism, i.e. the definition of subsets of the semantics and structures of the whole MPEG-7 for specific domains of applications.
AVDP (Audiovisual Description Profile), promoted and developed by EBU inside MPEG, is one MPEG-7 profile defined to fulfil requirements for generic audiovisual description. Unlike the other MPEG-7 profiles, i.e. SMP (Simple Metadata Profile), UDP (User Description Profile) and CDP (Core Description Profile), AVDP is based on version 2 (2004) of MPEG-7, and includes all low-level visual and audio descriptors defined in Part 3 and Part 4  of the main standard, while the main constraints are in Part 5 (Multimedia Description Schemes).
The main scope of AVDP is describing the results of automatic media analysis with low-, mid- and high-level features for audiovisual content. Thus, the profile includes functionalities for representing results of several – (semi-) automatic or manual – feature extraction processes.
Although AVDP has quite a wide range of applicability, reference applications for it are: Content Summarisation, Text Recognition, Structural and/or Semantic Segmentation, Copy or Repetition Detection, Personality Identification, Subject-based classification, Visual Shot Detection, Keyword Extraction  
Figure 4 and Figure 5 illustrate the descriptive capabilities of AVDP. Basically AVDP is able to provide complete descriptions of a whole Content Entity for generic description (including segmentation, text and keyword extraction, personality identification and description) or of a set of Content Entities for the specific case of describing the results of content copy detection, or a Summary Description for the specific case of describing the results of content summarisation.
The core syntactical tool of AVDP is the Temporal Decomposition, through which results of several concurrent content analysis processes can be represented on multiple timelines by specifying different decomposition criteria. Decomposed segments can be also in turn decomposed temporally or by source type (e.g., by describing one audio track or the video track only). Atomic visual or aural descriptors (from Part 3 and 4 of the standard) can be attached at any level of the hierarchy.
[image: ]
[bookmark: _Ref400975159][bookmark: _Toc400977767]Figure 4. Top-level structure of AVDP documents.
[image: newFig2[1]]
[bookmark: _Ref400975164][bookmark: _Toc400977768]Figure 5. Basic structure of AVDP descriptions.

[bookmark: _Toc401136924]MPEG-21 Digital Item Declaration
MPEG-21 is a suite of standards that define a normative open framework for end-to-end multimedia creation, delivery and consumption [6]. Part 2 of the standard defines the Digital Item Declaration Language (DIDL). A Digital Item is a structured digital object with a standard representation, identification and metadata. This entity is the fundamental unit of distribution and transaction within the MPEG-21 framework. ‎ The goal of the DIDL model (see also Figure 6) is to be a flexible and general model providing for the “hooks” that enable higher level functionalities. As such this model specifically does help provide a common set of abstract concepts and terms that can be used to define such a scheme, or to perform mappings.
[image: http://mpeg.chiariglione.org/sites/default/files/technologies/mpeg-21/mp21-did/image002.gif]
[bookmark: _Ref400976169][bookmark: _Toc400977769]Figure 6. The MPEG-21 Digital Item Declaration Model.
The main entity of the model is the Digital Item. A Digital Item can be a container of other Digital Items and can be arbitrarily described through Descriptors. The actual data of a Digital Item can be represented through the Component entity, which is the entity directly pointing at the constituting Resources of the Digital Item.
[bookmark: _Toc401136925]EBU Core Metadata Set
The EBU Core Metadata Set [5] is a metadata exchange schema developed and maintained by EBU as an extension to audiovisual media of the former Dublin Core metadata set. The domain of EBU Core is B2B exchange of information about media (i.e., metadata) among the actors of the media value chain (see Figure 7).
[image: ]
[bookmark: _Ref401134454]Figure 7. EBU Core domain.
The main entity of EBU Core is a generic resource, whose information is exchanged in form of structured descriptors that cover most of the core information needed to identify, describe and classify audiovisual resources. Integral part of EBU Core is a comprehensive set of classification schemes and reference data sets.
Being natively expressed in XML Schema, in the recent years also an RDF version of EBU Core has been developed and available as part of the technical provisions implementing the specification.
ARAF
The Augmented Reality Application Format (ARAF) is an extension of a subset of the MPEG-4 part 11 Scene Description and Application Engine standard, combined with other relevant MPEG standards (MPEG-4, MPEG-V), designed to enable the consumption of 2D/3D multimedia content as depicted in Figure 9.
An ARAF, available as a file or stream, is interpreted by a device, called an ARAF device. The nodes of the ARAF scene point to different sources of multimedia content such as 2D/3D image, 2D/3D audio, 2D/3D video, 2D/3D graphics and sensor/sensory information sources/sinks that are either remote or/and local.
[image: ]
[bookmark: _Ref401150032][bookmark: _Toc391918284][bookmark: _Ref401150027]Figure 9 - The ARAF context
The description of the multimedia scene ARAF is based on the standard MPEG-4 Part 11 BIFS [4] which at its turn is based on VRML97 [2]. About two hundred nodes are standardised in MPEG-4 BIFS and VRML, allowing various kinds of scenes to be constructed. ARAF is referring to a subset of MPEG-4 BIFS nodes for scene description. The nodes and prototypes included in the end user’s BRIDGET Peer and proved by MPEG as part of ARAF are presented below:
Elementary media:
a. Audio
b. Image and video
c. Textual information
d. Graphics
Programming information
User interactivity
Scene related information (spatial and temporal relationships)
Dynamic and animated scene
Communication and compression:
e. Maps
Terminal
MPEG-4 Part 11 describes a scene with a hierarchical structure that can be represented as a graph. Nodes of the graph build up various types of objects, such as audio video, image, graphic, text, etc. A specific method, called PROTO, can be used to add user-defined types of node.
In general, nodes expose a set of parameters, through which, aspects of their appearance and behaviour can be controlled. By setting these values, scene designers have a tool to force a scene-reconstruction at clients’ terminals to adhere to their intention in a predefined manner. In a more complicated scenario, the structure of BIFS nodes is not necessarily static; nodes can be added or removed from the scene graph arbitrarily.
Certain types of nodes called sensors, such as TimeSensor, TouchSensor, can interact with users and generate appropriate triggers, which are transmitted to other nodes by routing mechanisms, causing changes in state of the receiving nodes. They are bases for the dynamic behaviour of a multimedia content supported by MPEG-4.
The maximum flexibility in the programmable features of MPEG-4 scene is carried out with the Script node. By routing mechanism to the Event In valueIn attribute of Script node, the associated function (defined in its URL attribute) with the same name Event In valueIn () will be triggered. The behaviour of this function is user-defined, i.e. the scene-designer can freely process some computations, and set the values for every Event Out valueOut attribute, which consecutively affects the states of other nodes linked to them. 
Direct manipulation of nodes’ states is also possible in MPEG-4 Part 11: the field attribute can refer to any node in the scene; through this link, all attributes of the contacted node will be exposed to direct setting and modifying operators within the Script node. The syntax of the language used to implement the function of Script node is ECMAScript. 
ARAF supports the definition and reusability of complex objects by using the MPEG-4 PROTO mechanism. The PROTO statement creates its own nodes by defining a configurable object prototype; it can integrate any other node from the scene graph.
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