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Introduction

Guided by the requests and requirements from different industries, MPEG recently started preparations to develop tools for video processing and analysis. These tools will produce standardized descriptors called Compact Descriptors for Video Analysis (CDVA). A block diagram from Fig.1 shows a general concept where video from a camera or a database is analysed by the MPEG CDVA analyser (encoder) to produce a compact representation of the video content that can be easily interpreted by the CDVA interpretation engine (decoder), which can perform various tasks/applications: (1) Search & Retrieval, (2) Real-time Embedded Detection or (3) Scene Classification. This document presents refined requirements for the Search & Retrieval Applications. 

The requirements presented here relate to the application of search and retrieval of scenes and views of objects in a database of videos. The objects of interest comprise planar or non-planar, rigid or partially rigid, textured or partially textured objects. The objective excludes identification of people and faces as there are existing methods and standards specifically addressing these functionalities. The databases can be large, for example broadcasters archives or videos available on the internet.
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Figure 1 A generic video analysis system employing CDVA descriptors


Requirements

This section presents a refined set of requirements for the Compact Descriptors for Visual Analysis focusing on the video search and retrieval scenarios of similar objects and videos. It is based on all previous sects of requirements and discussions within the group, as well past experience in standardisation of video descriptors in MPEG-7. 

	Requirement
	Description
	Comment

	High Matching Accuracy
	Descriptors shall allow matching, retrieval and ranking of video content containing the same objects/scenes as a query image/video. The objects of interest comprise planar or non-planar, rigid or partially rigid, textured or partially textured objects.
	Experiments to be defined which address 
retrieval with ranking of results and/or low false alarm rate.

	Self-Containment
	Descriptors shall be self-contained, in the sense that no other data are necessary for matching.
	

	Coding Independence
	Descriptors shall be independent of the image and video coding formats.
	

	Non-Alteration of the Content
	Descriptor extraction and matching shall not require any alteration of the original content or from which the descriptors are extracted or embedding of information into the original content.
	Pre-processing of content, e.g. for lens correction for fish eye lenses, is allowed.

	Compactness
	Descriptors shall be compact and shall not exceed a specified average and maximum byte size per frame or group of frames.
	Top limit to be defined.
Average will need to be calculated over a very wide range of content.

	Size Scalability
	Descriptors shall be scalable and shall be specified at multiple byte sizes per frame/group of frames.
Descriptors of different sizes shall interoperate.
	Descriptor sizes shall be defined.

	Low Extraction Complexity
	Descriptor extraction shall be possible with low complexity in terms of memory footprint and computational complexity.
	Parameters to be defined.

	Low Matching Complexity
	Descriptor matching shall be possible with low complexity in terms of memory footprint and computational complexity.
	Parameters to be defined.

	Spatiotemporal Localization
	Descriptors shall allow localization of matched objects/scenes spatially and temporally in the video stream.
	Temporal localization thresholds will need to be defined.
Means of spatial and temporal accuracy assessment to be discussed.
Accurate localisation important for AR.

	Object Tracking
	Descriptors shall allow low complexity tracking of matched objects/scenes (e.g. by tracking local descriptors).
	

	Partial Temporal Matching

	Descriptors shall support matching of objects/scenes appearing only in a temporal segment of an arbitrarily long query video to the same objects/scenes appearing only in a temporal segment of an arbitrarily long database video.
	

	Robustness to Image/Video Spatiotemporal Characteristics
	Descriptors shall be robust to differences in source image/video characteristics, i.e. spatial resolution, interlaced/progressive, temporal resolution, spatial aspect ratio.
	Pixel aspect ratio is assumed to be preserved.

	Robustness to Image/Video Capture Conditions
	Descriptors shall support accurate matching in the presence of changes in vantage point, camera parameters, lighting conditions, motion characteristics, film grain, as well as partial occlusions.
	

	Robustness to Image/Video Editing Operations
	Descriptors shall support accurate matching in the presence of editing operations such as compression, transcoding, color changes, and frame rate changes. Text overlay, logos, etc.
	More editing operations may be considered.
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Conclusions
The requirements for the CDVA-Search & Retrieval applications have been refined and are presented in this document. These requirements will support further work on the evaluation framework for cfp. 
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