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1 Introduction
The document presents use cases which served to the development of the 2nd version of ARAF. The parameters defined in Table 1 were considered in the creation of the presented use cases.
	Detection
	Local
	Remote
	

	Detected media type
	Images 
	Audio
	

	Detected media representation
	Raw
	Description (a set of features)
	

	Source
	Real time capture
	Stored
	

	Source location
	Local
	Remote
	

	Function
	Detection
	Tracking
	Detection and Tracking

	Space
	2D
	3D
	


Table 1
2 Use cases for Visual Augmentation

2.1 Real-time, local detection
The device detects the presence of target images (or the corresponding descriptors) in a video stream. The video can be a real time capture using a local camera, a remote video source or a video track stored in the device. 

a. What is specified in the content (ARAF file)?

i. The set of target images (raw or corresponding descriptor)

ii. The URL to the video stream (camera, remote video source or local track)

b. Supported by 

i. ReferenceSignal (raw target images)

ii. TargetImageDescription (descriptors of target images)
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Figure 1
2.2 Real-time, local registration, local detection
The device detects the presence of target images (or corresponding descriptors) in a video stream, computes the transformation matrix (position, orientation and scaling) of the ones detected and augments the video stream with associated graphical objects. The video can be a real time capture using a local camera, a remote video source or a video track stored in the device.
a. What is specified in the content (ARAF file)?

i. The set of target images (raw or corresponding descriptor)

ii. The URL to the video stream (camera, remote video source or local track)

iii. Media used for the augmentation

b. Supported by 

i. ReferenceSignalLocation (raw target images)

ii. TargetImageDescriptionLocation (descriptors of target images)
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Figure 2
TM=Transformation Matrix
2.3 Real-time, remote detection
The device sends the target images (or the corresponding descriptors) and the video stream sampled at a specified framerate (provided by a local camera or a local video track or a remote video resource) to a processing server which detects the target resources in the video stream. An ID mask of the detected resources is returned.

a. What is specified in the content (ARAF file)?

i. Target images (or the corresponding descriptors)

ii. The URL to the video stream (local camera or a local video track or a remote video resource)

iii. Processing server URL

b. Supported by

i. RemoteDetection
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Figure 3
The following HTTP communication protocol has to be implemented between the Browser and the Server:

a. The Browser requests the Server: processingServerURL?acceptedImageFormats
b. The Server’s answer: a string containing the list of accepted formats, separated by commas (e.g.: jpeg,jpeg2000,png,CDVS)

c. The Browser sends the target resources to the processing server 
processingServerURL?resourceFormats&targetResources

d. The Browser sends video frames each minSamplingRate interval to the processing server: processingServerURL?timestamp&videoFrame

Note: the data format of the videoFrame is to be defined.

e. The processing server returns the indexes of the detected resources and the timestamp of the video frame where the resources have been detected or -1 if nothing has been detected. (e.g.: [200; 2, 5] = meaning the third and the sixth resources have been detected for the video frame with the timestamp 200)
Note: the exact representation of the server’s response should be defined.
2.4 Real-time, local registration, remote detection
The device sends the target images (or the corresponding descriptors) and the video stream sampled at a specified framerate (provided by a local camera or a local video track or a remote video resource) to a processing server which detects and track the target resources in the video stream. An ID mask and the computed transformation matrix of the detected resources are returned.

a. What is specified in the content (ARAF file)?

i. Target images (or the corresponding descriptors)

ii. The URL to the video stream (local camera or a local video track or a remote video resource)

iii. Media used for the augmentation

iv. Processing server URL

b. Supported by

i. RemoteDetectionAndTracking
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Figure 4
The following HTTP communication protocol has to be implemented between the Browser and the Server:

a. The Browser requests the Server: processingServerURL?acceptedImageFormats
b. The Server’s answer: a string containing the list of accepted formats, separated by commas (e.g.: jpeg,jpeg2000,png,CDVS)

c. The Browser sends the target resources to the processing server 
processingServerURL?resourceFormats&targetResources

d. The Browser sends video frames each minSamplingRate interval to the processing server: processingServerURL?timestamp&videoFrame

Note: the data format of the videoFrame is to be defined.

e. The processing server returns the indexes of the detected resources and the transformation matrix for each of them and the timestamp of the video frame where the resources have been detected or -1 if nothing has been detected.
 (e.g.: [200; 2, 5; rot2, scale2, trans2, rot5, scale5, trans5] = meaning the third and the sixth resources have been detected for the video frame with the timestamp 200 and the transformation matrixes are sent in the same order as the detected resources indexes)

Note: the exact representation of the server’s response is to be defined.
2.5 Real-time, local tracking & registration, remote detection
The device sends video samples (from of a local camera capture or local video track or remote video resources) to a processing server that is analyzing the frames and detects one or several target images stored in its local database (supposedly large database). The server returns the position and size of one or several target images detected in the frame as well as the augmentation content (graphical objects, application behavior). By using the position and size, the device will crop the target images from the frame and use them for local tracking. 
a. What is specified in the content (ARAF file)?

i. Processing server URL

ii. The URL to the video stream (local camera or a local video track or a remote video resource)

b. Supported by

i. RemoteDetectionLocalTrackingAndAugmentation
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Figure 5
The following HTTP communication protocol has to be implemented between the Browser and the Server:

a. The Browser sends video frames each minSamplingRate interval to the processing server: processingServerURL?timestamp&videoFrame

Note: the data format of the videoFrame is to be defined.

b. The processing server returns rectangle coordinates for the detected resources (stored on the server DB) of the video frame where the resources have been detected and the corresponding BIFS Nodes for each detected resource or -1 if nothing has been detected.
 e.g.: [200; 25 70, 90 134, URL2, URL5] = meaning that two images have been detected for the video frame with the timestamp 200 and the rectangle coordinates are defined by the values 20 and 70 – first rectangle and 90 and 134 defining the second rectangle. The URLs to the augmentation media are sent in the same order as the rectangles were sent. Therefore the media found at URL5 is representative for the rectangle defined by the coordinates 90 and 134.

Note: the exact representation of the server’s response is to be defined.
2.6 Real-time, remote registration, remote detection, local presentation
The device sends the target images (or the corresponding descriptors) and the video stream sampled at a specified framerate (provided by a local camera or a local video track or a remote video resource) to a processing server which detects and tracks the target resources in the video stream. Additionally, the processing server dos the augmented composition and rendering, and sends back to the device the composed video stream.
a. What is specified in the content (ARAF file)?

i. Target images (raw or descriptor)

ii. The URL to the video stream (local camera or a local video track or a remote video resource)

iii. Processing server URL

b. Supported by

i. RemoteDetectionTrackingAugmentation
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Figure 6
The following HTTP communication protocol has to be implemented between the Browser and the Server:

a. The Browser requests the Server: processingServerURL?acceptedImageFormats
b. The Server’s answer: a string containing the list of accepted formats, separated by commas (e.g.: jpeg,jpeg2000,png,CDVS)

c. The Browser sends the target resources to the processing server 
processingServerURL?resourceFormats&targetResources

d. The Browser sends video frames each minSamplingRate interval to the processing server: processingServerURL?timestamp&videoFrame

Note: the data format of the videoFrame is to be defined.

e. The processing server returns the composed video stream
Note: the data format of the composed video stream is to be defined.

3 Use cases for 3D Video

3.1 Real-time, local depth estimation, condition based augmentation
Example: The end-user visualizes an augmented scene where one synthetic object is displayed on a horizontal plane detected within a ray of 10m. 

The device captures multi-view video and estimates the depth. This representation is used to detect conditions imposed by the content designer. Once the condition is met the device renders the synthetic object by using the scale and orientation specified by the content designer.
a. What  is represented in the content

i. Media used for the augmentation

ii. The orientation and the scale of the synthetic object (uniform/isotropic  scaling representing physical units)

iii. The condition (e.g. horizontal plane within a ray of 10m)

b. Components

iv. A device that can capture multi-view video
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Figure 7
3.2 Real-time, local depth estimation, model based augmentation
The content designer is capturing offline an approximation of the real world as a 3D model and he authors the content by adding additional 3d graphic objects registered within the approximation of the real world. The end-user navigates in the real world using a multi-view camera. The device estimates the depth and computes the transformation matrix of the camera in the real world by matching the captured video and depth data with the 3D model approximating of the real world. The synthetic scene is therefore rendered by using the transformation matrix result.

a. What  is represented in the content

i. The synthetic objects and their local transformations in the scene

ii. The approximation of the 3d model of the real world

b. Components

iii. A device that can capture real world color and depth
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Figure 8
3.3 Real-time, remote depth estimation, condition based augmentation
Example: The end-user visualizes an augmented scene where one synthetic object is displayed on a horizontal plane detected within a ray of 10m. 

The device captures multi-view video, sends synchronized samples to a processing server that estimates the depth. This representation is sent to the device and the server uses it to detect conditions imposed by the content designer. The server sends as well the transformation matrix that the device is using to render the synthetic object by using the scale specified by the content designer.
a. What  is represented (specified) in the content

i. Media used for the augmentation

ii. The orientation and the scale of the synthetic object (uniform/isotropic  scaling representing physical units)

iii. The condition (e.g. horizontal plane within a ray of 10m)

iv. The processing server URL

2. Components

a. A device with a multi-view camera

b. A processing server able to deliver depth and the transformation matrix
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Figure 9
3.4 Real-time, remote depth estimation, model based augmentation
The content designer is capturing offline an approximation of the real world as a 3D model and he authors the content by adding additional 3d graphic objects registered within the approximation of the real world. The end-user navigates in the real world using a multi-view camera. The captured video stream is sent to the processing server which computes the depth as well as the transformation matrix of the camera in the real world. Both informations is sent back to the device that is using them for augmentation.

1. What  is represented in the content

a. The synthetic objects and their local transformations in the scene

b. The approximation 3d model of the real world

c. The processing server URL

2. Components

a. A device that can capture real world color and depth
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Figure 10
4 POI Use cases 

4.1 Use case 1: POI data stored locally

An ARAF Browser is used by the end-user to open an ARAF file containing (locally in the scene) POIs from Paris. The POIs are filtered with respect to user preferences as follows: either the Browser has access to a local resource (file) containing predefined POI-related user preferences or the Browser exposes an interface allowing the user to choose (on-the-fly) his preferences. The POIs corresponding to the user selection/preferences are displayed. The ARAF content also describes how the POIs are displayed, on the Map or in AR view, by creating MapMarker instances and using the metadata provided by the POIs.

1. What is specified in the ARAF content

a. The POI data

b. The MapMarker shape (representation)

2. Referenced by the ARAF Browser

a. User preference (optional)
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Notes:

1. The visual representation is not part of the user preference.

2. The radius used by the Browser to filter and possibly display the POIs within the given range should be part of the user preference. Nevertheless, the Browser has a default upper limit.

3. The POI information is stored locally, in the ARAF file.

4.2 Use case 2: POI data from external resources (providers)

An ARAF Browser is used by the end-user to open an ARAF file. One or multiple URLs to POI providers are specified in the ARAF content. The POIs are filtered with respect to user preferences as follows: either the Browser has access to a local resource (file) containing predefined POI-related user preferences or the Browser exposes an interface allowing the user to choose (on-the-fly) his preferences. The POIs corresponding to the user selection/preferences are requested from the specified URLs and displayed. The ARAF content describes how the POIs are displayed, on the Map or in AR view, by creating MapMarker instances and using the metadata provided by the POIs.

1. What is specified in the ARAF content

a. The URLs of the POI providers

b. The MapMarker shape/representation

2. The communication protocol between the Browser and the POI Provider

a. The Browser requests POIs from the provided URLs (HTTP) as follows:

poiProviderURL?getPOI&lat&long&radius&[category],

where category can be “all” or any combination of keywords described in the supported category table, separated by commas. 

Note: Category Table to be defined.

b. The Provider answers with a list of POIs which correspond to the request, in the following format:

serviceCode + (XML / JSON) 

Note:  The format to be defined when the POI proto is available. The serviceCode is an integer that should be interpreted as defined in Status Codes Table (to be defined) .

e.g. 0 = no POIs for your request, 1 = valid answer, etc.

3. This use case is implemented by a POI_PROVIDER PROTO which contains the reference(s) to the POI provider server(s). For each POI data received a MapMarker instance is created by the proto logic and added to the ARAF scene.
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Notes:

1. The visual representation is not part of the user preference.

2. The radius used by the Browser to filter and possibly display the POIs within the given range should be part of the user preference. Nevertheless, the Browser has a default upper limit.

3. As the POI data comes from external resources, there is no need of creating POI instances for storing the data in the local scene. The proto implementation is in charge of creating MapMarker instances using the POI data received from the providers.

5 3D Audio use cases

5.1 Real-time, spatial audio based in intensity 

5.2 Real-time, 3D audio based HRTF (Head-related Transfer Function) 

