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Introduction
This part of ISO/IEC 23001 specifies the metadata (Green Metadata) that enables reduction of energy usage during media consumption as follows:
· the format of the metadata that enable reduced decoder power consumption.
· the format of the metadata that enable reduced display power consumption.
· the format of the metadata that enable media selection for joint decoder and display power reduction.
· the format of the metadata that enable quality recovery after low-power encoding.
These metadata facilitate reduced energy consumption of media content without any degradation in the Quality of Experience (QoE). However, it is also possible to use these metadata to sacrifice QoE when larger energy savings are required. 
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Information technology — Energy-Efficient Media Consumption: Green Metadata
[bookmark: _Toc333244188][bookmark: _Toc228509817][bookmark: _Ref378007608][bookmark: _Toc378256420]Scope
This part of ISO/IEC 23001 standard specifies metadata for energy-efficient decoding, encoding,  presentation and selection of media. 
The metadata for energy-efficient decoding specify  two sets of information: Complexity Metrics (CM) metadata and Decoding Operation Reduction Request (DOR-REQ) metadata. A decoder may use CM metadata to vary operating frequency and thus reduce decoder power consumption. In a point-to-point video conferencing application, the remote encoder may use the DOR-REQ metadata to modify the decoding complexity of the bitstream and thus reduce local decoder power consumption.  
The metadata for energy-efficient encoding specify a quality metric that may be used by a decoder to  reduce the quality loss from low-power encoding. 
The metadata for energy-efficient presentation specify pixel-intensity statistics and quality levels. A presentation subsystem may use these metadata to reduce power by adjusting display parameters, based on the statistics, to provide a desired quality level from those provided in the metadata.
The metadata for energy-efficient media selection specify Decoder Operation Reduction Ratios (DOR-Ratios), pixel-intensity statistics and quality levels. The client in an adaptive streaming session may use these metadata to determine decoder and display power saving characteristics of available video-segment representations and to select the representation with the optimal quality for a given power-saving.
[bookmark: _Toc366750347][bookmark: _Toc333244189][bookmark: _Toc228509818][bookmark: _Toc378256421]Normative references
The following documents, in whole or in part, are normatively referenced in this document and are indispensable for its application. For dated references, only the edition cited applies. For undated references, the latest edition of the referenced document (including any amendments) applies.
ISO/IEC 14496-10, Information technology -- Coding of audio-visual objects -- Part 10: Advanced Video Coding
ISO/IEC 23008 - High efficiency coding and media delivery in heterogeneous environments – Part 2: High Efficiency Video Coding
[bookmark: _Ref369533878]ISO/IEC 14496-12(4th edition), Information technology — Coding of audio-visual objects — Part 12: ISO base media file format, 2012
[bookmark: _GoBack]ISO/IEC 23001-10 Carriage of Timed Metadata Metrics of Media in the ISO Base Media File Format
[bookmark: _Ref374638005]ISO/IEC 23009-1, Information technology — Dynamic adaptive streaming over HTTP (DASH) — Part 1: Media presentation description and delivery formats 
[bookmark: _Toc340672377][bookmark: _Toc340692273][bookmark: _Toc340693251][bookmark: _Toc340672379][bookmark: _Toc340692275][bookmark: _Toc340693253][bookmark: _Toc340672380][bookmark: _Toc340692276][bookmark: _Toc340693254][bookmark: _Toc340672381][bookmark: _Toc340692277][bookmark: _Toc340693255][bookmark: _Toc340493916][bookmark: _Toc340494891][bookmark: _Toc340578018][bookmark: _Toc340594955][bookmark: _Toc340671406][bookmark: _Toc340672384][bookmark: _Toc340692280][bookmark: _Toc340693258][bookmark: _Toc333244192][bookmark: _Toc228509819][bookmark: _Toc378256422]Terms, definitions, symbols and abbreviated terms
For the purposes of this document, the following terms and definitions apply. 
[bookmark: _Toc324232242][bookmark: _Toc333244193][bookmark: _Toc228509820][bookmark: _Toc378256423]Terms and definitions
3.1 [bookmark: _Toc333244073][bookmark: _Toc333244194]bitstream: A sequence of bits, in the form of a NAL unit stream or a byte stream, that forms the representation of coded pictures and associated data forming one or more CVSs.
3.2 block: An MxN (M-column by N-row) array of samples, or an MxN array of transform coefficients.
3.3 byte: A sequence of 8 bits, within which, when written or read as a sequence of bit values, the left-most and right-most bits represent the most and least significant bits, respectively.
3.4 chroma: An adjective, represented by the symbols Cb and Cr, specifying that a sample array or single sample is representing one of the two colour difference signals related to the primary colours.
3.5 decoded picture: A decoded picture is derived by decoding a coded picture.
3.6 decoder: An embodiment of a decoding process.
3.7 [bookmark: _Ref57451212]decoding process: The process that reads a bitstream and derives decoded pictures from it.
3.8 display process: A process not specified in this Specification having, as its input, the cropped decoded pictures that are the output of the decoding process.
3.9 emulation prevention byte: A byte equal to 0x03 that is present within a NAL unit when the syntax elements of the bitstream form certain patterns of byte values in a manner that ensures that no sequence of consecutive byte-aligned bytes in the NAL unit can contain a start code prefix.
3.10 encoder: An embodiment of an encoding process.
3.11 encoding process: A process not specified in this Specification that produces a bitstream conforming to this Specification.
3.12 field: An assembly of alternative rows of samples of a frame.
3.13 frame: The composition of a top field and a bottom field, where sample rows 0, 2, 4, ... originate from the top field and sample rows 1, 3, 5, ... originate from the bottom field.
3.14 informative: A term used to refer to content provided in this Specification that does not establish any mandatory requirements for conformance to this Specification and thus is not considered an integral part of this Specification.
3.15 inter coding: Coding of a coding block, slice, or picture that uses inter prediction.
3.16 inter prediction: A prediction derived in a manner that is dependent on data elements (e.g. sample values or motion vectors) of pictures other than the current picture.
3.17 intra coding: Coding of a coding block, slice, or picture that uses intra prediction.
3.18 intra prediction: A prediction derived from only data elements (e.g. sample values) of the same decoded slice.
3.19 [bookmark: _Ref57451468]luma: An adjective, represented by the symbol or subscript Y or L, specifying that a sample array or single sample is representing the monochrome signal related to the primary colours.
3.20 network abstraction layer (NAL) unit: A syntax structure containing an indication of the type of data to follow and bytes containing that data in the form of an RBSP interspersed as necessary with emulation prevention bytes.
3.21 note: A term that is used to prefix informative remarks (used exclusively in an informative context).
3.22 picture: An array of luma samples in monochrome format or an array of luma samples and two corresponding arrays of chroma samples in 4:2:0, 4:2:2, and 4:4:4 colour format.
3.23 pixel: The smallest addressable element in an all-points addressable display device. The intensity of this pixel is given by the corresponding luma sample.
3.24 prediction: An embodiment of the prediction process.
3.25 prediction block: A rectangular MxN block of samples on which the same prediction is applied.
3.26 prediction process: The use of a predictor to provide an estimate of the data element (e.g. sample value or motion vector) currently being decoded.
3.27 prediction unit: A prediction block of luma samples, two corresponding prediction blocks of chroma samples of a picture that has three sample arrays, or a prediction block of samples of a monochrome picture or a picture that is coded using three separate colour planes and syntax structures used to predict the prediction block samples.
3.28 quantization parameter: A variable used by the decoding process for scaling of transform coefficient levels.
3.29 shall: A term used to express mandatory requirements for conformance to this Specification.
3.30 should: A term used to refer to behaviour of an implementation that is encouraged to be followed under anticipated ordinary circumstances, but is not a mandatory requirement for conformance to this Specification.
3.31 source: A term used to describe the video material or some of its attributes before encoding.
3.32 supplemental enhancement information (SEI) NAL unit: A NAL unit that has nal_unit_type equal to PREFIX_SEI_NUT or SUFFIX_SEI_NUT.
3.33 syntax element: An element of data represented in the bitstream.
3.34 syntax structure: Zero or more syntax elements present together in the bitstream in a specified order.
3.35 transform block: A rectangular MxN block of samples on which the same transform is applied.
3.36 transform coefficient: A scalar quantity, considered to be in a frequency domain, that is associated with a particular one-dimensional or two-dimensional frequency index in an inverse transform part of the decoding process.


[bookmark: _Toc333244094][bookmark: _Toc333244215][bookmark: _Toc333244095][bookmark: _Toc333244216][bookmark: _Toc333244096][bookmark: _Toc333244217][bookmark: _Toc333244097][bookmark: _Toc333244218][bookmark: _Toc333244098][bookmark: _Toc333244219][bookmark: _Toc333244099][bookmark: _Toc333244220][bookmark: _Toc333244100][bookmark: _Toc333244221][bookmark: _Toc333244101][bookmark: _Toc333244222][bookmark: _Toc333244102][bookmark: _Toc333244223][bookmark: _Toc333244103][bookmark: _Toc333244224][bookmark: _Toc333244104][bookmark: _Toc333244225][bookmark: _Toc333244105][bookmark: _Toc333244226][bookmark: _Toc333244106][bookmark: _Toc333244227][bookmark: _Toc333244107][bookmark: _Toc333244228][bookmark: _Toc333244108][bookmark: _Toc333244229][bookmark: _Toc333244109][bookmark: _Toc333244230][bookmark: _Toc333244306][bookmark: _Toc333244695][bookmark: _Toc333244937][bookmark: _Toc333244111][bookmark: _Toc333244232][bookmark: _Toc333244308][bookmark: _Toc333244697][bookmark: _Toc333244939][bookmark: _Toc277681617][bookmark: _Toc302562962][bookmark: _Toc333244233][bookmark: _Toc228509821][bookmark: _Toc378256424]Symbols and abbreviated terms
For the purpose of this document, the symbols and abbreviated terms given in the following apply:
ASIC	Application Specific Integrated Circuit
CMOS	Complementary Metal Oxide Semiconductor
CPU	Central processing Unit
DASH	Dynamic Adaptive Streaming over HTTP
DVFS	Dynamic Voltage Frequency Scaling
GOP	Group Of Pictures
MPD	Media Presentation Description
MSD       Mean Square Difference
MV          Motion Vector
NAL	Network Abstraction Layer
NALU	Network Abstraction Layer Unit
PSNR	Peak Signal to Noise Ratio
RGB	Red Green Blue
SEI	Supplemental Enhancement Information

[bookmark: _Toc302562963][bookmark: _Toc333244234][bookmark: _Toc228509822][bookmark: _Toc378256425]Conventions
The following conventions apply in this document:
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1. [bookmark: _Toc378256426]Functional Architecture (Informative)
 This section is informative and placed here to provide context.
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[bookmark: _Ref377652074][bookmark: _Ref378255388]Figure 1: Functional Architecture
Figure 1 shows the functional architecture utilizing green metadata in this specification. The Content pre-processor is applied to analyze and to filter the content source and a video encoder is used to encode the content to a bitstream for delivery. The bitstream is delivered to the receiver and decoded by a video decoder with the output rendered on a presentation subsystem (such as a display).
The Green metadata is extracted from either the video encoder or the content pre-processor. In both cases, the Green Metadata is multiplexed or encapsulated in the conformant bitstream.  Such Green Metadata is used at the receiver to reduce the power consumption for video decoding and presentation.  The bitstream will be packetized and delivered to the receiver for decoding and presentation.  At the receiver, the metadata extractor processes the packets and sends the Green Metadata to a power optimization module for efficient power control.  For instance, the power optimization module interprets the Green Metadata and then applies appropriate operations to reduce the video decoder’s power consumption when decoding the video and also to reduce the presentation subsystem’s power consumption when rendering the video. In addition, the power-optimization module could collect receiver information, such as remaining battery capacity, and send it to the transmitter as Green Feedback to adapt the encoder operations for power-consumption reduction.
The normative aspect of this document is limited to the Green Metadata and Green Feedback in Figure 1.

[bookmark: _Toc378256427]Definition of Components in Functional Architecture:
Green Metadata Generator
•	Generates metadata from either the video encoder or the content pre-processor
Green Metadata Extractor
•	Interprets the bitstream syntax information and sends it to the power optimization   
      module in the receiver.
Power optimization module in the transmitter
•	Collects platform statistics such as the remaining battery capacity of the device in 
      which the transmitter resides.
•	Controls the operation of the green metadata generator, video encoder and content 
      pre-processor.
•	Receives and processes green feedback from the receiver.
Power optimization module in the receiver
•	Processes the green-metadata information and applies appropriate operations for 
      power-consumption control.
•	Collects platform statistics such as remaining battery capacity of the device in which 
      the receiver resides.
•	Communicates with the transmitter through a feedback channel, if available, for   
      energy-efficient processing

[bookmark: _Toc378256428]Decoder Power Reduction
[bookmark: _Toc378256429]Introduction
Energy-efficient decoding is achieved with two types of metadata: Complexity Metrics (CM) metadata and Decoding Operation Reduction Request (DOR-REQ) metadata. A decoder may use CM metadata to vary operating frequency and thus reduce decoder power consumption. In a point-to-point video conferencing application, the remote encoder may use the DOR-REQ metadata to modify the decoding complexity of the bitstream and thus reduce local decoder power consumption. 
[bookmark: _Ref378007625][bookmark: _Toc378256430]Complexity Metrics for Decoder-Power Reduction
Introduction
With respect to the functional architecture in Figure 1, the Green Metadata Generator provides complexity metrics that indicate frame-decoding complexity to the decoder.

Syntax
The syntax for the complexity metrics is shown in Table 1.
Table 1: Syntax for Complexity Metrics
	
	Size (bits)

	period_type
	2

	if ( period_type == 2 ) {
	

	  num_seconds
	8

	}
	

	if ( period_type == 3 ) {
	

	  num_frames
	12

	}
	

	if ( period_type < 2 ) {
	

	  num_non_zero_macroblocks
	16

	  num_intra_coded_macroblocks
	16

	  num_half_pel_interpolations
	16

	  num_alpha_point_deblocking_instances
	16

	}
	

	else {
	

	  num_non_zero_macroblocks
	32

	  num_intra_coded_macroblocks
	32

	  num_half_pel_interpolations
	32

	  num_alpha_point_deblocking_instances
	32

	}
	



Signaling
SEI messages may be used to signal Green Metadata as shown in Annex A. 
The message containing the complexity metrics is transmitted at the start of an upcoming period. The next message containing complexity metrics will be transmitted at the start of the next upcoming period. Therefore, when the upcoming period is a frame or GOP, a message will be transmitted for each frame or GOP, respectively. When the upcoming period is a specified time interval or a specified number of frames, the associated  message will be transmitted with the first frame in the interval. When the upcoming period is a specified number of frames, the associated message will be transmitted with the first frame.
	
Semantics
The semantics of various terms  are defined below.
period_type – specifies the type of upcoming period over which the four complexity metrics are applicable. For period_type = 0, 1, 2, 3, the complexity metrics will be respectively applicable over a single frame, a single GOP, a specified time interval (in seconds) or a specified number of frames. When the period_type is 2 or 3, then it can signal the duration of a scene over which the complexity metrics are applicable. 
num_seconds – when period_type is 2, num_seconds indicates the number of seconds over which the complexity metrics are applicable.
num_frames – when period_type is 3, num_frames specifies the number of frames over which the complexity metrics are applicable.
num_intra_coded_macroblocks – indicates the number of intra-coded macroblocks in the specified period.
num_half_pel_interpolations - indicates the number of half-pel interpolations in the specified period. Each half-pel interpolation requires a 6-tap filtering operation as defined in ISO/IEC 14496-10.
num_alpha_point_deblocking_instances – indicates the number of alpha-point deblocking instances in the specified period. Using the notation in ISO/IEC 14496-10 an alpha-point deblocking instance is defined as a single filtering operation that produces either a single, filtered output p’0 or a single, filtered output q’0 where p’0 and q’0 are filtered samples across a 4x4 block edge. Therefore the number of alpha point deblocking instances is the total number of filtering operations applied to produce filtered samples of the type p’0 or q’0.

num_non_zero_macroblocks – indicates the number of non-zero macroblocks in the specified period.

[bookmark: _Toc378256431]Interactive Signaling for Remote Decoder-Power Reduction
Introduction
For point-to-point video conferencing, each device contains a transmitter and a receiver, as shown in Figure 2. A local device sends metadata that instructs  the remote device to modify the decoding complexity of the bitstream and thus reduce local decoder-power consumption.

 [image: ] 
[bookmark: _Ref377492306]Figure 2: Transmitter/Receiver functional architecture



Syntax

      The syntax is as follows:
	
	Size (bits)

	Decoding_Operations_Reduction_Request
	8



Signaling
The transmitter in each device sends a Decoding_Operations_Reduction_Request (DOR-REQ) message to the attention of the remote encoder. This message requests the remote encoder to adjust its encoding parameters so that ideally, when the local decoder decodes the bitstream, the power saving of the local decoder will match the power saving specified through the (DOR-REQ) message. 
     
Semantics
Decoding_Operations_Reduction_Request – the percentage by which the decoding operations should be reduced. 

[bookmark: _Toc377486708][bookmark: _Toc377487243][bookmark: _Toc377486709][bookmark: _Toc377487244][bookmark: _Toc377486710][bookmark: _Toc377487245][bookmark: _Toc377486711][bookmark: _Toc377487246][bookmark: _Toc378256432]Display Power Reduction using Display Adaptation
[bookmark: _Toc378256433]Introduction
With respect to the functional architecture, Display Adaptation (DA) provides Green Metadata comprised of pixel-intensity statistics and quality indicators. 

[bookmark: _Toc378256434]Syntax
[bookmark: _Ref377747530]Systems without a Signaling Mechanism from the Receiver to the Transmitter
The following message format is used to send metadata from  the transmitter to the receiver.
	
	Size (bits)

	num_constant_backlight_voltage_time_intervals
	2

	num_max_variations
	2

	num_quality_levels
	4

	for (k = 0; k < num_constant_backlight_voltage_time_intervals; k++)
	

	   constant_backlight_voltage_time_interval[k]
	16

	   for (j = 0; j < num_max_variations; j++)
	

	      max_variation[j]
	8

	       lower_bound[k][j]
	8

	       If (lower_bound[k][j] > 0)
	

	           upper_bound[k][j]
	8

	      for (i = 0; i < num_quality_levels; i++)
	

	     max_intensity[k][j][i]

	 8

	         peak_signal_to_noise_ratio[k][j][i]
	 8

	}
	




[bookmark: _Ref377747893]	Systems with a Signaling Mechanism from the Receiver to the Transmitter
The receiver first uses the following message format to signal information to the transmitter:
	
	Size (bits)

	constant_backlight_voltage_time_interval
	16

	max_variation
	8


[bookmark: _Ref377493401][bookmark: _Ref377493427]
The transmitter then uses the message format shown below to then signal metadata to the receiver:
	
	Size (bits)

	num_quality_levels
	4

	      for (i = 0; i < num_quality_levels; i++)
	

	     max_intensity[i]

	 8

	         peak_signal_to_noise_ratio[i]
	 8

	}
	




[bookmark: _Toc378256435]Signaling
Systems without a Signaling Mechanism from the Receiver to the Transmitter
Using the message format from Section 3.2.1, the transmitter first signals num_constant_backlight_voltage_time_intervals, num_max_variations and num_quality_levels to the receiver. Next, the transmitter sends num_quality_levels pairs of the form (max_intensity,  peak_signal_to_noise_ratio) to the receiver. The DA metadata  are applicable to the presentation subsystem until the next message arrives containing DA metadata.


[bookmark: _Ref378015329]	Systems with a Signaling Mechanism from the Receiver to the Transmitter
Using the first message format described in Section 3.2.2, the receiver first signals constant_backlight_voltage_time_interval and max_variation to the transmitter. The transmitter then uses the second message format in Section 3.2.2 to first signal num_quality_levels to the receiver. Next, the transmitter sends num_quality_levels pairs of the form (max_intensity, peak_signal_to_noise_ratio) to the receiver. The DA metadata are applicable to the presentation subsystem until the next message arrives containing DA metadata. 

[bookmark: _Ref378006645][bookmark: _Toc378256436]Semantics 
num_constant_backlight_voltage_time_intervals – the number of constant backlight/voltage time intervals for which metadata is provided in the bitstream.
constant_backlight_voltage_time_interval[k]– the minimum time interval, in milliseconds, that must elapse before the backlight can be updated after the last backlight update. This is the kth minimum time interval for which metadata is provided in the bitstream, where 0 <= k < num_constant_backlight_voltage_time_intervals.
num_max_variations – the number of maximum variations for which metadata is provided in the bitstream.
max_variation[j]– the maximal backlight change between two successive frames relative to the backlight value of the earlier frame. max_variation is in the range [0.001, 0.1] and is normalized to 1 byte by rounding after multiplying by 2048. This is the jth maximal backlight change for which metadata is provided in the bitstream, where 0 <= j < num_max_variations.
Peak_signal – the maximum permissible intensity in a frame. For 8-bit video, Peak_signal = 255.
Reconstructed_frame – the frame reconstructed by the video decoder in the functional architecture.
num_quality_levels – the number of quality levels that are enabled by the metadata. 
max_intensity[k][j][i] – for the kth constant_backlight_voltage_time_interval, jth max_variation  and ith quality level, the maximum intensity that will be retained in the frame, where 0 <= i < num_quality_levels.
Scaled_frame[k][j][i] – for the kth constant_backlight_voltage_time_interval, jth max_variation  and ith quality level, the frame obtained from the Reconstructed_frame by saturating to max_intensity[i] all intensities that are greater than max_intensity[i], where 
0 <= i < num_quality_levels.
peak_signal_to_noise_ratio[k][j][i]– for the kth constant_backlight_voltage_time_interval, and jth max_variation, the peak-signal-to-noise ratio of the ith quality level. Peak_signal defines the peak signal level. The noise is defined as the difference between Scaled_frame[i] and Reconstructed_frame. 
backlight_scaling_factor[k][j][i] – max_intensity[k][j][i]/Peak_signal, for the kth constant_backlight_voltage_time_interval, jth max_variation  and ith quality level.
lower_bound[k][j] – if lower_bound[k][j]  is greater than zero, then metadata for contrast enhancement is available at the lowest quality level, for the kth constant_backlight_voltage_time_interval and jth max_variation
upper_bound[k][j] – for the kth constant_backlight_voltage_time_interval and jth max_variation, if lower_bound[k][j]  is greater than zero, then contrast enhancement can be performed as follows: All intensities less than or equal to lower_bound[k][j] are set to zero and all intensities  greater than or equal to upper_bound[k][j] are saturated to upper_bound[k][j] * 
backlight_scaling_factor[k][j][num_quality_levels-1] - The intensities of pixels in the range (lower_bound[k][j], upper_bound[k][j]) are  mapped linearly onto the range (0, upper_bound[k][j] * backlight_scaling_factor[k][j][num_quality_levels-1])


[bookmark: _Toc370817951][bookmark: _Toc378256437]
Energy-Efficient Media Selection
[bookmark: _Toc378256438]Introduction
By using Green Metadata specified in this section, a client in an adaptive streaming session, such as DASH, will be able to determine decoder and display power saving characteristics of available video-segment representations and to select the  representation with the optimal quality for a given  power-saving. 
Two types of Green Metadata are defined:
· the Decoder-Power Reduction Metadata give the potential decoder power saving of each available representation of a video segment,
· the Display-Power Reduction Metadata give the potential display power saving of a video segment.

[bookmark: _Ref370913494][bookmark: _Toc378256439]Syntax
The Decoder-Power Reduction Metadata  is a Decoder_operations_reduction_ratio expressed as a percentage, using an unsigned 8-bit integer. 
The Display-Power Reduction Metadata are a list of num_quality_levels pairs of the form (max_intensity[i], peak_signal_to_noise_ratio[i]). All these elements are expressed as unsigned 8-bit integer.
[bookmark: _Toc378256440]Signaling
Green Metadata may be carried as Metadata tracks within ISO Base Media File Format, as defined in ISO/IEC 23001-10.
In a context of DASH delivery, a specific Adaptation set within the MPD can define the available Green Metadata representations and their association to the available Media representations, using the signaling mechanisms specified in ISO/IEC 23009-1and  illustrated in Annex G. 
[bookmark: _Ref377494465][bookmark: _Toc378256441]Semantics
[bookmark: _Ref377513630]Decoder-Power Reduction Metadata Semantics
Number_of_decoding_operations(i) – the estimated number of decoding operations required for the ith representation of the video segment  
Max_number_of_decoding_operations – the estimated number of decoding operations required for the  most demanding representation of the video segment

Decoder_operations_reduction_ratio(i) =
Floor ([1 – (Number_of_decoding_operations(i)/Max_number_of_decoding_operations) ] * 100 )
Display-Power Reduction Metadata Semantics
num_quality_levels – the number of quality levels that are enabled by the metadata
 max_intensity[i] – for the ith quality level, the average, over the N frames of the video segment, of the maximum intensity that will be retained in the frame, where 0 <= i < num_quality_levels. 
peak_signal_to_noise_ratio[i]– the average peak-signal-to-noise ratio of the ith quality level over the N frames. For each frame, peak_signal_to_noise_ratio[i] is computed as defined in Section 3.4.

[bookmark: _Toc378256442][bookmark: _Toc377414446][bookmark: _Toc377414593][bookmark: _Toc377419438][bookmark: _Toc377419561]Metrics for Quality Recovery after Low-Power Encoding 
[bookmark: _Toc378256443]Introduction
An encoder can achieve power reduction by encoding alternating high-quality and low-quality segments, in a segmented delivery mechanism such as DASH. The power reduction occurs because low-complexity encoding mechanisms are used to produce the low-quality segments. A metric describing the quality of the last frame of each segment is delivered as metadata to the decoder. Annex G describes how cross-segment decoding may be used to improve the quality of the low-quality segments.

[bookmark: _Toc378256444]Syntax 
The encoder embeds the following message in the last frame of each segment using the following syntax:
	
	Size (bits)

	   xsd_metric_type 
	2

	   xsd_metric_value 
	14



[bookmark: _Toc378256445]Signaling
The SEI message for Green Metadata is used to signal the preceding message as explained in Annex A.
[bookmark: _Toc377486724][bookmark: _Toc377487259][bookmark: _Toc377486725][bookmark: _Toc377487260][bookmark: _Toc377486726][bookmark: _Toc377487261][bookmark: _Toc378256446]Semantics
xsd_metadata message contains:
xsd_metric_type -- indicates the type of the objective quality  metric. PSNR is the only type currently supported.
xsd_metric_value -- contains the metric value of the last frame of the segment.
Table 2: xsd_quality_metric_type values
	Value
	Description

	0x00
	PSNR

	0x01
	SSIM

	0x10
	User-defined

	0x11
	User--defined






.





[bookmark: _Toc378256447]Annex A (Informative)
Supplemental Enhancement Information (SEI) Message Format
1. [bookmark: _Toc378007977][bookmark: _Toc378256448]SEI Messages for AVC
Table 3: SEI Messages in AVC 
	sei_payload( payloadType, payloadSize ) {
	C
	Descriptor

	if( payloadType  = = 0 )
	
	

	buffering_period( payloadSize )
	5
	

	else if( payloadType = = 1 )
	
	

	pic_timing( payloadSize )
	5
	

	else if( payloadType = = 2 )
	
	

	pan_scan_rect( payloadSize )
	5
	

	else if( payloadType = = 3 )
	
	

	filler_payload( payloadSize )
	5
	

	else if( payloadType = = 4 )
	
	

	user_data_registered_itu_t_t35( payloadSize )
	5
	

	else if( payloadType = = 5 )
	
	

	user_data_unregistered( payloadSize )
	5
	

	else if( payloadType = = 6 )
	
	

	recovery_point( payloadSize )
	5
	

	else if( payloadType = = 7 )
	
	

	dec_ref_pic_marking_repetition( payloadSize )
	5
	

	else if( payloadType = = 8 )
	
	

	spare_pic( payloadSize )
	5
	

	else if( payloadType = = 9 )
	
	

	scene_info( payloadSize )
	5
	

	else if( payloadType = = 10 )
	
	

	sub_seq_info( payloadSize )
	5
	

	else if( payloadType = = 11 )
	
	

	sub_seq_layer_characteristics( payloadSize )
	5
	

	else if( payloadType = = 12 )
	
	

	sub_seq_characteristics( payloadSize )
	5
	

	              else if( payloadType = = 13 )
	
	

	full_frame_freeze( payloadSize )
	5
	

	else if( payloadType = = 14 )
	
	

	full_frame_freeze_release( payloadSize )
	5
	

	else if( payloadType = = 15 )
	
	

	full_frame_snapshot( payloadSize )
	5
	

	else if( payloadType = = 16 )
	
	

	progressive_refinement_segment_start( payloadSize )
	5
	

	else if( payloadType = = 17 )
	
	

	progressive_refinement_segment_end( payloadSize )
	5
	

	else if( payloadType = = 18 )
	
	

	motion_constrained_slice_group_set( payloadSize )
	5
	

	else if( payloadType = = 19 )
	
	

	film_grain_characteristics( payloadSize )
	5
	

	else if( payloadType = = 20 )
	
	

	deblocking_filter_display_preference( payloadSize )
	5
	

	else if( payloadType = = 21 )
	
	

	stereo_video_info( payloadSize )
	5
	

	else if( payloadType = = 22 )
	
	

	post_filter_hint( payloadSize )
	5
	

	else if( payloadType = = 23 )
	
	

	tone_mapping_info( payloadSize )
	5
	

	else if( payloadType = = 24 )
	
	

	scalability_info( payloadSize ) /* specified in Annex G */
	5
	

	else if( payloadType = = 25 )
	
	

	sub_pic_scalable_layer( payloadSize )  /* specified in Annex G */
	5
	

	else if( payloadType = = 26 )
	
	

	non_required_layer_rep( payloadSize )  /* specified in Annex G */
	5
	

	else if( payloadType = = 27 )
	
	

	priority_layer_info( payloadSize )  /* specified in Annex G */
	5
	

	else if( payloadType = = 28 )
	
	

	layers_not_present( payloadSize )  /* specified in Annex G */
	5
	

	else if( payloadType = = 29 )
	
	

	layer_dependency_change( payloadSize )  /* specified in Annex G */
	5
	

	else if( payloadType = = 30 )
	
	

	scalable_nesting( payloadSize ) /* specified in Annex G */
	5
	

	else if( payloadType = = 31 )
	
	

	base_layer_temporal_hrd( payloadSize )  /* specified in Annex G */
	5
	

	else if( payloadType = = 32 )
	
	

	quality_layer_integrity_check( payloadSize )  /* specified in Annex G */
	5
	

	else if( payloadType = = 33 )
	
	

	redundant_pic_property( payloadSize )  /* specified in Annex G */
	5
	

	else if( payloadType = = 34 )
	
	

	tl0_dep_rep_index( payloadSize )  /* specified in Annex G */
	5
	

	else if( payloadType = = 35 )
	
	

	tl_switching_point( payloadSize ) /* specified in Annex G */
	5
	

	else if( payloadType = = 36 )
	
	

	parallel_decoding_info( payloadSize )  /* specified in Annex H */
	5
	

	else if( payloadType = = 37 )
	
	

	mvc_scalable_nesting( payloadSize )  /* specified in Annex H */
	5
	

	else if( payloadType = = 38 )
	
	

	view_scalability_info( payloadSize )  /* specified in Annex H */
	5
	

	else if( payloadType = = 39 )
	
	

	multiview_scene_info( payloadSize )  /* specified in Annex H */
	5
	

	else if( payloadType = = 40 )
	
	

	multiview_acquisition_info( payloadSize ) /* specified in Annex H */
	5
	

	else if( payloadType = = 41 )
	
	

	non_required_view_component( payloadSize )  /* specified in Annex H */
	5
	

	
	
	

	else if( payloadType = = 42 )
	
	

	view_dependency_change( payloadSize )  /* specified in Annex H */
	5
	

	else if( payloadType = = 43 )
	
	

	operation_points_not_present( payloadSize )  /* specified in Annex H */
	5
	

	else if( payloadType = = 44 )
	
	

	base_view_temporal_hrd( payloadSize )  /* specified in Annex H */
	5
	

	else if( payloadType = = 45 )
	
	

	frame_packing_arrangement( payloadSize )
	5
	

	else if( payloadType = = 46 )
	
	

	multiview_view_position( payloadSize )  /* specified in Annex H */
	5
	

	else if( payloadType = = 47 )
	
	

	display_orientation( payloadSize )  /* specified in Annex I */
	5
	

	else if( payloadType = = 48 )
	
	

	mvcd_view_scalable_nesting( payloadSize )  /* specified in Annex I */
	5
	

	else if( payloadType = = 49 )
	
	

	mvcd_view_scalability_info_( payloadSize )  /* specified in Annex I */
	5
	

	else if( payloadType = = 50 )
	
	

	depth_representation_info( payloadSize )
	5
	

	else if( payloadType = = 51 )
	
	

	three_dimensional_reference_displays_info( payloadSize ) 
                                                                                 /* specified in Annex I */
	5
	

	else if( payloadType = = 52 )
	
	

	depth_timing( payloadSize )  /* specified in Annex I */
	5
	

	else if( payloadType = = 53 )
	
	

	depth_sampling_info( payloadSize )
	5
	

	      else if( payloadType = = 54 )
	
	


	green_metadata( payloadSize ) 
	5
	

	Else
	
	

	reserved_sei_message( payloadSize )
	5
	

	if( !byte_aligned( ) ) {
	
	

	bit_equal_to_one /* equal to 1 */
	5
	f(1)

	while( !byte_aligned( ) )
	
	

	bit_equal_to_zero  /* equal to 0 */
	5
	f(1)

	}
	
	

	}
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	C
	Descriptor

	green_metadata( payload_size)
	
	

	· complexity_metrics_metadata_present
	· 5
	 u(1)

	if (complexity_metrics_present == 1) {
	
	

	period_type
	5
	u(2)

	if ( period_type == 2 ) {
	
	

	  num_seconds
	5
	u(8)

	}
	
	

	if ( period_type == 3 ) {
	5
	

	  num_frames
	5
	u(12)

	}
	
	

	if ( period_type < 2 ) {
	
	

	  num_non_zero_macroblocks
	5
	u(16)

	  num_intra_coded_macroblocks
	5
	u(16)

	  num_half_pel_interpolations
	5
	u(16)

	  num_alpha_point_deblocking_instances
	5
	u(16)

	}
	
	

	else {
	
	

	  num_non_zero_macroblocks
	5
	u(32)

	  num_intra_coded_macroblocks
	5
	u(32)

	  num_half_pel_interpolations
	5
	u(32)

	  num_alpha_point_deblocking_instances
	5
	u(32)

	}
	
	

	      xsd_metadata_present
	5
	u(1)

	if (xsd_metadata_present == 1) {
	
	

	    xsd_metric_type 
	5
	u(2)

	    xsd_metric_value 
	5
	u(14)

	}
	
	



Semantics
complexity_metrics_metadata_present – a flag that indicates the presence of complexity metrics. 
xsd_metadata_present – a flag that indicates the presence of metadata enabling quality recovery after low-power encoding. 
. 

1. [bookmark: _Toc378007980][bookmark: _Toc378256451]
SEI Messages for HEVC
Table 5: SEI Messages in HEVC
	sei_payload( payloadType, payloadSize ) {
	Descriptor

		if( nal_unit_type  = =  PREFIX_SEI_NUT )
	

			if( payloadType  = =  0 )
	

				buffering_period( payloadSize )
	

			else if( payloadType  = =  1 )
	

				pic_timing( payloadSize )
	

			else if( payloadType  = =  2 )
	

				pan_scan_rect( payloadSize )
	

			else if( payloadType  = =  3 )
	

				filler_payload( payloadSize )
	

			else if( payloadType  = =  4 )
	

				user_data_registered_itu_t_t35( payloadSize )
	

			else if( payloadType  = =  5 )
	

				user_data_unregistered( payloadSize )
	

			else if( payloadType  = =  6 )
	

				recovery_point( payloadSize )
	

			else if( payloadType  = =  9 )
	

				scene_info( payloadSize )
	

			else if( payloadType  = =  15 )
	

				picture_snapshot( payloadSize )
	

			else if( payloadType  = =  16 )
	

				progressive_refinement_segment_start( payloadSize )
	

			else if( payloadType  = =  17 )
	

				progressive_refinement_segment_end( payloadSize )
	

			else if( payloadType  = =  19 )
	

				film_grain_characteristics( payloadSize )
	

			else if( payloadType  = =  22 )
	

				post_filter_hint( payloadSize )
	

			else if( payloadType  = =  23 )
	

				tone_mapping_info( payloadSize )
	

			else if( payloadType  = =  45 )
	

				frame_packing_arrangement( payloadSize )
	

			else if( payloadType  = =  47 )
	

				display_orientation( payloadSize )
	

			else if( payloadType  = =  128 )
	

				structure_of_pictures_info( payloadSize )
	

			else if( payloadType  = =  129 )
	

				active_parameter_sets( payloadSize )
	

			else if( payloadType  = =  130 )
	

				decoding_unit_info( payloadSize )
	




			else if( payloadType  = =  131 )
	

				temporal_sub_layer_zero_index( payloadSize )
	

			else if( payloadType  = =  133 )
	

				scalable_nesting( payloadSize )
	

			else if( payloadType  = =  134 )
	

				region_refresh_info( payloadSize )
	

			else if( payloadType  = =  135 )
	

				no_display( payloadSize )
	

			else if( payloadType  = =  136 )
	

				temporal_motion_constrained_tile_sets( payloadSize )
	

			else if( payloadType  = =  137 )
	

				chroma_resampling_filter_hint( payloadSize )
	

			else if( payloadType  = =  138 )
	

				time_code( payloadSize )
	

			else
	

				reserved_sei_message( payloadSize )
	

		else /* nal_unit_type  = =  SUFFIX_SEI_NUT */
	

			if( payloadType  = =  3 )
	

				filler_payload( payloadSize )
	

			else if( payloadType  = =  4 )
	

				user_data_registered_itu_t_t35( payloadSize )
	

			else if( payloadType  = =  5 )
	

				user_data_unregistered( payloadSize )
	

			else if( payloadType  = =  17 )
	

				progressive_refinement_segment_end( payloadSize )
	

			else if( payloadType  = =  22 )
	

				post_filter_hint( payloadSize )
	

			else if( payloadType  = =  132 )
	

				decoded_picture_hash( payloadSize )
	

	        else if ( payloadType == 133)
	

	            green_metadata( payloadSize )
	

			Else
	

				reserved_sei_message( payloadSize )
	

		if( more_data_in_payload( ) ) {
	

			if( payload_extension_present( ) )
	

				reserved_payload_extension_data
	u(v)

			payload_bit_equal_to_one /* equal to 1 */
	f(1)

			while( !byte_aligned( ) )
	

				payload_bit_equal_to_zero /* equal to 0 */
	f(1)

		}
	

	}
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	C
	Descriptor

	green_metadata( payload_size)
	
	

	    xsd_metric_type 
	5
	u(2)

	    xsd_metric_value 
	5
	u(14)
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Guidelines for Usage of Green Metadata


1. [bookmark: _Toc378256455]Codec Dynamic Voltage Frequency Scaling for Decoder-Power Reduction
[bookmark: _Toc378256456]Introduction
Codec Dynamic Voltage Frequency Scaling (C-DVFS) uses the DVFS technique to scale the voltage and operating frequency of the CPU to achieve power savings. Typically CMOS circuit’s dynamic power consumption increases monotonically with the operating frequency. The Power Optimizer module at the receiver extracts the Complexity Metrics (CM) metadata that indicates frame-decoding complexity. It uses these metrics to determine and set the optimum operating voltage and frequency of the CPU so that video frames are correctly decoded with minimal power consumption. By embedding these complexity metrics as metadata into the bitstream at the encoder, C-DVFS enabled receivers will achieve power reduction.

[bookmark: _Toc378256457]Example  Usage of C-DVFS Metadata
C-DVFS metadata may be signaled at a frame, GOP, or scene level and can therefore be adapted to application requirements. Signaling may be done with SEI messages or extended NAL units. With SEI message signaling, each time the SEI message in Table 2 is encountered by the decoder, a new upcoming period begins. The value period_type indicates whether the new upcoming period is a single frame, a single GOP, or a time interval (specified in seconds or number of frames).  Figure 3 shows an example process for metadata extraction, complexity prediction, DVFS control-parameter determination and decoding under DVFS control. As an example, assume that the upcoming period is a single frame. Then, the SEI message is parsed to derive the  num_non_zero_macroblocks (nnz), num_intra_coded_macroblocks (nintra), num_half__pel_interpolations (nhalf), and num_alpha__point_deblocking_instances (nα).  Once the complexity parameters are derived, the total frame complexity (Cframe) is estimated or predicted according to Equation 1:  
Cframe =  kinitnMB + kbitnbit + knznnz+ kintranintra + khalfnhalf + kαnα		(1)
where Cframe is the total frame complexity.  The number of total macroblocks per frame (nMB) and the number of bits per frame (nbit) can be easily obtained after de-packetizing the encapsulated packets and parsing the sequence parameter set.  Constants kinit, kbit, knz, kintra, khalf, and kα are unit complexity constants for performing macroblock initialization (including parsed data filling and prefetching), single-bit parsing, non-zero block transform and quantization, intra block prediction, inter-block half-pel interpolation, and deblocking alpha points filtering, respectively.  Note that knz, kintra, and khalf are fixed constants for a typical platform, while kinit, kbit, and kα can be accurately estimated using a linear predictor from a previous decoded frame
Once the frame complexity is determined, the decoder applies DVFS to determine a suitable clock frequency and supply voltage for the decoder.  Then, the decoder can decode the video frame at the appropriate clock frequency and supply voltage. 
The DVFS-enabling SEI message can be inserted into the bitstream on a frame-by-frame, GOP-by-GOP, scene-by-scene, or even time-interval-by-time-interval basis, depending on the underlying applications.  That is, the SEI message can be inserted once at the start of each frame, GOP, scene, or time interval.  In comparison to a frame-level inserted message, a GOP-interval, scene-interval, or time-interval inserted message requires less overhead for message insertion.  For processors that don’t support high-frequency DVFS (e.g., adapting at 33 ms for 30Hz video playback), setting period_type to a GOP,  or to a time-interval  may be advantageous to setting the upcoming period to a frame. Once all complexity metrics are obtained  from the SEI message, the decoder estimates the complexity for the next frame, GOP,  or time interval as indicated by period_type.  This complexity is then used to adjust the voltage and frequency for the upcoming period.
In a hardware (ASIC) implementation, instead of deriving decoding complexity  and using it directly to control a single clock frequency in a DVFS scheme, the ASIC can be designed so that it includes several distinct clock domains, each of which corresponds to one of the terms in Equation (1).  Greater power reduction can be obtained by using such a flexible ASIC with distinct clock domains.  For example, six clock domains in the ASIC can control the following six sections of the ASIC: macroblock initialization, bit parsing, transform and quantization, intra-block prediction,  interpolation, and deblocking. To achieve fine-grained DVFS adjustments, the clock frequencies in each domain may be varied in proportion to the corresponding term in Equation (1).  Accordingly, the preceding clock domains can have instantaneous clock frequencies that are respectively proportional to the following terms: kinitnMB, kbitnbit, knznnz, kintranintra, khalfnhalf, and kαnα
[image: ]
[bookmark: _Ref378239025]Figure 3 - An Example of Parsing, Complexity Prediction and DVFS Control

[bookmark: _Toc378256458]Display Adaptation
[bookmark: _Toc378256459]Introduction
Display Adaptation (DA) achieves power savings by scaling up the image RGB values while reducing the backlight or voltage proportionally. The decreased backlight or voltage reduces display power consumption while still producing the same perceived display.

[bookmark: _Toc378256460]Example Usage of Display-Adaptation Metadata
The metadata peak_signal_to_noise_ratio[i](PSNR(i)) indicates the Peak Signal to Noise Ratio (PSNR) for the ith quality level. At the transmitter, the PSNR(i) is computed after scaling the pixels in the image by Peak_signal / max_intensity[i]and applying the backlight scaling factor, b =  max_intensity[i] / Peak_signal to the LCD backlight.  
The receiver examines the num_quality_levels pairs of metadata and selects the pair (max_intensity[iSelected], peak_signal_to_noise_ratio[iSelected]) for which peak_signal_to_noise_ratio[iSelected] is an acceptable quality level. Then, the receiver derives DA scaling factors from max_intensity[iSelected]. Finally, the display scales the pixels in the current reconstructed frame by Peak_signal / max_intensity[i] and it scales the backlight or voltage level by max_intensity[i]/Peak_signal. This metadata clearly enables a tradeoff between quality (PSNR) and power reduction (backlight scaling factor).
The following power-saving protocol may be implemented in a mobile device. The user specifies a list of N acceptable PSNR quality levels Q[1], …, Q[N], where Q[1] > Q[2] > …> Q[N] and a list of Remaining Battery Life Levels (RBLLs) RBLL[1], …, RBLL[N] so that RBLL[1] > RBLL[2] > … > RBLL[N]. For example, consider N = 3 and Q[1] = 40, Q[2] = 35, Q[3] = 25 with RBLL[1] = 70%, RBLL[2] = 40% and RBLL[3] = 0%. When the user watches a video, the device monitors the actual RBLL, denoted RBLLactual, of the device and selects RBLL[iSelected] so that RBLL[iSelected-1] > RBLLactual > RBLL[iSelected], where RBLL[0] = 100%. For each frame to be displayed, the device examines the display-adaptation metadata and selects the pair indexed by jSelected for which Q[iSelected-1] > peak_signal_to_noise_ratio[jSelected] > Q[iSelected], where Q[0] = infinity. The metadata max_intensity[jSelected] is then used to determine display-adaptation scaling parameters. Thus, the device will implement a protocol that strikes a balance between perceived quality and power-saving. The balance is tilted toward quality when the RBLL is high but shifts toward power saving as the battery is depleted. 
[bookmark: _Toc378256461]Example Usage of Display-Adaptation Metadata for Contrast Enhancement
At low quality levels, contrast enhancement significantly improves perceived visual quality, especially for bright content. To enhance contrast at the lowest quality level associated with the backlight scaling factor b =  max_intensity[num_quality_levels - 1] / Peak_signal, the receiver first examines lower_bound. If it is greater than zero, then contrast enhancement metadata is available and the receiver stores upper_bound. The presentation subsystem performs contrast enhancement by setting the backlight scaling factor to b = max_intensity[num_quality_levels - 1] / Peak_signal, and scaling each pixel intensity, x, to S(x) as follows:
S(x) = 0,                                                                for x in [0, lower_bound],
        = Peak_signal * (x-lower_bound)   /
                     (upper_bound – lower_bound),  for x in (lower_bound, upper_bound),
        = Peak_signal,                                          for x in [upper_bound, Peak_signal]
Observe that the interval (lower_bound, upper_bound) is mapped to the interval (0, Peak_signal). Then, after applying the backlight scaling factor, b, to the display, the interval (lower_bound, upper_bound) is perceived visually as the interval (0, b * Peak_signal).Therefore, for pixels within the interval (lower_bound, upper_bound), the perceived contrast enhancement is proportional to b * Peak_signal / (upper_bound – lower_bound). This expression simplifies to b / (upper_bound – lower_bound), because Peak_signal is a constant. For pixels within the intervals [0, lower_bound] and [upper_bound, Peak_signal], all contrast is lost because these intervals are mapped to 0 and Peak_signal, respectively. 
From the preceding observation, it is clear that the contrast is maximized by determining lower_bound and upper_bound so that the majority of pixels lie within the interval (lower_bound, upper_bound). Therefore, the optimal contrast-enhancement metadata is computed by the following process, at the transmitter. First, determine the backlight_scaling_factor corresponding to the lowest quality level as b = max_intensity[num_quality_levels - 1] / Peak_signal. Then, invoke the following pseudocode function get_contrast_metadata() to determine lower_bound and upper_bound.



	// Given a video frame with pixel intensities x and cumulative distribution function, C(x), 
// the function get_contrast_metadata() returns lower_bound and upper_bound.
[lower_bound, upper_bound] =  get_contrast_metadata(C(x))
{
//    C(x): Cumulative distribution function of pixel intensities in the video frame

max_enhancement = 0;
for (lower_bound = 0; lower_bound < Peak_signal; lower_bound++){
   for (upper_bound = lower_bound; upper_bound < peak_signal; upper_bound++){
       enhancement = (C(upper_bound)-C(lower_bound)) / (upper_bound – lower_bound)
       if (enhancement > max_enhancement) {
         max_enhancement = enhancement;
         best_lower_bound = lower_bound;
         best_upper_bound = upper_bound;
      }
    }
  }
return (best_lower_bound, best_upper_bound);
}



Although the metadata computed by get_contrast_metadata() are optimal for each frame, flicker artifacts may occur when the video is viewed due to large differences between lower_bound (or upper_bound) settings on successive video frames. To avoid such flicker, the lower_bound and upper_bound metadata should be smoothed temporally using the pseudocode function smooth_contrast_metadata() shown below.
	// Given a video sequence with frameNum in [1,…,N], first smooth the lower bounds by applying the  
// function recursively to all frames by issuing 
//    smooth_contrast_metadata(LowerBounds,1),
//                                 …
//    smooth_contrast_metadata(LowerBounds,N)
// Then smooth the upper bounds by issuing
//    smooth_contrast_metadata(UpperBounds,1),
//                                 …
//    smooth_contrast_metadata(UpperBounds,N)
//  where
//    LowerBounds:  vector of lower_bound metadata for the N frames
//    UpperBounds:  vector of upper_bound metadata for the N frames

void smooth_contrast_metadata(Vector, frameNum)
{
//    Vector:  vector of metadata to be smoothed
//    frameNum: current frame number

        cur  = Vector[frameNum]
        prev = Vector[frameNum - 1]

        if abs((cur - prev) / prev) > Threshold { // Check whether the metadata variation          
                                                                      // between successive frames exceeds the 
                                                                      // threshold.
            if (cur < prev) { // if the current frame’s metadata is lower than the previous 
                                    // frame’s metadata, then increase the current frame’s metadata so 
                                    // that it reaches the acceptable threshold.
                Vector[frameNum] = prev * (1 - Threshold) 
             }
            else { // increase the previous frame’s metadata so that it reaches the acceptable 
                      // threshold. Then adjust the metadata for all preceding frames.
                Vector[frameNum - 1] = cur / (1 + Threshold)
                smooth_contrast_metadata(Vector, frameNum - 1)
            }
}




The value of Threshold is display independent and can be set to about 0.015, which corresponds to a 15% metadata variation between successive frames.
[bookmark: _Toc378256462]Preventing Flicker Arising From Control Latency
If DA metadata were unavailable, then to implement DA, the display would have to estimate max_intensity[i] and immediately adjust the backlight (or voltage). This is impossible in most practical implementations because there is a significant latency of D milliseconds between the instant when the backlight scaling control is applied and the instant when the backlight actually changes, in response to the control. If D is sufficiently large, then the backlight values will not be synchronized with the displayed frames and flickering is visible. Fortunately, DA metadata eliminates this flickering. Because the receiver obtains the metadata in advance, the backlight scaling factor can be applied D milliseconds ahead of the video frame with which that scaling factor is associated. Therefore, by transmitting metadata, the latency issue is solved and the backlight scaling factor will be set appropriately for each frame. This avoids flicker from backlight changes during video display.

[bookmark: _Toc377414460][bookmark: _Toc377414606][bookmark: _Toc377419451][bookmark: _Toc377419574][bookmark: _Toc377421053][bookmark: _Toc377421317][bookmark: _Toc377421689][bookmark: _Toc377421977][bookmark: _Toc378256463]Metadata for DA on Displays with Control-Frequency Limitations
Besides eliminating flicker arising from backlight-control latency, DA metadata can also enable DA to be applied to displays in which the backlight (or voltage) cannot be changed frequently. For such displays, once the backlight has been updated it must retain its value for a time interval that spans the duration of some number of successive frames. After the time interval has elapsed, the backlight may be updated again. DA metadata allows the backlight to be set appropriately for the specified time interval so that maximal power reduction and minimal pixel saturation occurs. This appropriate backlight value is determined by aggregating the intensity histograms for all successive frames in each time interval over which the backlight must remain constant. The aggregated histograms are then used to derive DA metadata, as explained in preceding sections. To enable this mode of operation, the receiver must signal to the transmitter, constant_backlight_voltage_time_interval, the time interval over which the backlight (or voltage) must remain constant.
On currently available displays, setting  constant_backlight_voltage_time_interval = 100 milliseconds) is sufficient to prevent flicker. Therefore, setting num_constant_backlight_voltage_time_intervals = 1 and constant_backlight_voltage_time_interval[0] = 100 is sufficient to prevent flicker arising from control-frequency limitations. However, in the future, a new display technology with constant_backlight_voltage_time_interval significantly different from 100 milliseconds may be invented. During the transition period from the current display technology to the new display technology, two types of displays will be widely used and it will be necessary to set num_constant_backlight_voltage_time_intervals = 2, to support both display types. The preceding mode of operation assumes that a signaling mechanism from the receiver to the transmitter does not exist. 
However, if such a signaling mechanism does exist, then the receiver can explicitly signal constant_backlight_voltage_time_interval to the transmitter as explained in 3.2.2 and 3.3.2. If the transmitter is additionally capable of re-computing the display adaptation metadata to be consistent with the signaled constant_backlight_voltage_time_interval, then the re-computed metadata can subsequently be provided to the receiver. 

[bookmark: _Toc370817961][bookmark: _Toc378256464]DA Metadata to Prevent Flicker from Large Variations
On some platforms, besides the flicker that arises from control latency and control-frequency limitations, flicker can also occur due to a large difference between the backlight (or voltage) settings of successive video frames. To avoid such flicker, a transmitter can use the function in Table 3 to adjust the backlight setting of each frame. Specifically, if the relative backlight variation between a frame and its predecessor is larger than a threshold, then the backlight values of all preceding frames must be adjusted. This adjustment is done at the transmitter after metadata has been computed using one of the methods described in the preceding sections. Using this metadata, the transmitter can calculate the adjusted backlight value by assuming an arbitrary maximum backlight value, such as 255, and then applying the scaling factor derived from the metadata.

	// Given a video sequence with frameNum in [1,…,N], apply the  function recursively to all 
// frames by issuing 
//    adjust_backlight(Backlights,1,max_variation), …, adjust_backlight(Backlights,N,max_variation)
void adjust_backlight(Backlights, frameNum, max_variation)
{
//    Backlights:  vector of backlight values
//    frameNum: current frame number
//    max_variation:	    maximum permissible backlight variation between two consecutive backlight  values
        cur  = Backlights[frameNum]
        prev = Backlights[frameNum - 1]

        if abs((cur - prev) / prev) > max_variation { 
        // Check whether the backlight variation between successive frames exceeds 
        // the threshold.
            if (cur < prev) { 
            // if the current frame’s backlight is lower than the previous frame’s 
            // backlight, then increase the current frame’s backlight so that it                                          
            // reaches the acceptable threshold.
                backlights[frameNum] = prev * (1 - max_variation) 
             }
            else { 
             // increase the previous frame’s backlight so that it reaches the acceptable 
             // threshold.Then adjust the backlights for all preceding frames.
                backlights[frameNum - 1] = cur / (1 + max_variation)
                adjust_backlight(backlights, frameNum - 1, max_variation)
            }
}



Given Max_variation (normalized to 255),  the transmitter  applies adjust_backlight() with the specified max_variation threshold computed as the floating-point number (max_variation/2048).  After the backlight values have been adjusted, the metadata is modified, if necessary, to be consistent with the adjusted backlight values.
For a given display, large values of max_variation will induce more flicker but also save more power. Therefore, the selected value of max_variation is a compromise between flicker reduction and power saving. The Max_variation metadata guarantees that the receiver will not experience flicker because the backlights are adjusted specifically for the receiver’s display. 
On currently available displays, setting  max_variation = 0.015*2048 is sufficient to prevent flicker. Therefore, setting num_max_variations = 1 and max_variation = 0.015*2048 is sufficient to prevent flicker arising from control-frequency limitations. However, in the future, a new display technology with  max_variation significantly different from 0.015*2048 may be invented. During the transition period from the current display technology to the new display technology, two types of displays will be widely used and it will be necessary to set num_max_variations = 2, to support both display types. The preceding mode of operation assumes that a signaling mechanism from the receiver to the transmitter does not exist. 

However, if such a signaling mechanism does exist, then the receiver can explicitly signal max_variation to the transmitter as explained in 3.3.2. If the transmitter is additionally capable of re-computing the display adaptation metadata to be consistent with the signaled max_variation, then the re-computed metadata can subsequently be provided to the receiver.


[bookmark: _Toc370635936][bookmark: _Toc378256465]Energy-Efficient Media Selection in Adaptive Streaming
[bookmark: _Toc378256466]Introduction
This Annex provides non-normative information on the way the Green Metadata for Adaptive Streaming can be computed on the server side and on the way it can be used on the client side.
[bookmark: _Toc378256467]Green Metadata production and transmission at the server side
Given N video representations, the Decoder-Power reduction metadata Decoder_operations_reduction_ratio(i) (DOR-Ratio(i)) is computed by the encoding system and provided by the server for i = 0 to N-1, as shown in Figure 4. The Display-Power Reduction Metadata are computed from one representation.
[image: ]
[bookmark: _Ref377709240]Figure 4 - Green Metadata computation and insertion

The DOR-Ratio(i) associated to each video representation i  of a segment is computed as the Power saving ratio from the most demanding video representation produced for the segment, as defined in 4.4.1.
To produce the normative Green Metadata DOR-Ratio(i), it is necessary :
· to produce an estimation of the decoding complexity of each video representation, as a number of processing cycles,
· to collect the estimation of decoding complexity of the N representations,
· to compute DOR-Ratio(i), as defined in 4.4.1.

Each DOR-Ratio is then stored in a specific Metadata file “$id$/$Time$.mp4m” (one for each segment) using the format specified in ISO/IEC 23001-10. A Metadata segment and its associated Media segment(s) are time aligned on Segment boundary. 
In the DASH context, the Metadata files created for one or multiple video representations will be considered as Metadata representations. The available Metadata representations and their URLs will be given in a specific Adaptation Set within the MPD. The association of a Metadata representation with a Media Representation may be signaled in the MPD through the @associationId attribute.
The Decoder-Power reduction Metadata representation is associated to a single Media representation as shown in  Figure 5.


[bookmark: _Ref378004501]Figure 5 - One Metadata Representation for one Media Representation

The table herewith gives an example of a MPD for Decoder-Power reduction Metadata.

	<?xml version=”1.0” encoding=”UTF-8”?>
<MPD
  xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
  xmlns="urn:mpeg:DASH:schema:MPD:XXXX"
  xsi:schemaLocation="urn:mpeg:DASH:schema:MPD:xxxx"
  type="dynamic"
  minimumUpdatePeriod="PT2S"
  timeShiftBufferDepth="PT30M"
  availabilityStartTime="2011-12-25T12:30:00"
  minBufferTime="PT4S"
  profiles="urn:mpeg:dash:profile:isoff-live:2011">
  
  <BaseURL>http://cdn1.example.com/</BaseURL>
  <BaseURL>http://cdn2.example.com/</BaseURL>
  
  <Period>
    <!-- Video -->
    <AdaptationSet 
      id=”video”
      mimeType="video/mp4" 
      codecs="avc1.4D401F" 
      frameRate="30000/1001" 
      segmentAlignment="true" 
      startWithSAP="1">
      <BaseURL>video/</BaseURL>
      <SegmentTemplate timescale="90000" media="$Bandwidth$/$Time$.mp4v">
        <SegmentTimeline> 
          <S t="0" d="180180" r="432"/> 
        </SegmentTimeline>
      </SegmentTemplate>
      <Representation id="v0" width="320" height="240" bandwidth="250000"/>
      <Representation id="v1" width="640" height="480" bandwidth="500000"/>
      <Representation id="v2" width="960" height="720" bandwidth="1000000"/>
    </AdaptationSet>
    <!-- English Audio -->
    <AdaptationSet mimeType="audio/mp4" codecs="mp4a.0x40" lang="en" segmentAlignment="0">
      <SegmentTemplate timescale="48000" media="audio/en/$Time$.mp4a">
        <SegmentTimeline> 
          <S t="0" d="96000" r="432"/> 
        </SegmentTimeline>
      </SegmentTemplate>
      <Representation id="a0" bandwidth="64000" />
    </AdaptationSet>
    <!-- French Audio -->
    <AdaptationSet mimeType="audio/mp4" codecs="mp4a.0x40" lang="fr" segmentAlignment="0">
      <SegmentTemplate timescale="48000" media="audio/fr/$Time$.mp4a">
        <SegmentTimeline>
          <S t="0" d="96000" r="432"/>
        </SegmentTimeline>
      </SegmentTemplate>
      <Representation id="a0" bandwidth="64000" />
    </AdaptationSet>
<!—AdapatationSet carrying Green Video Information for Video  -->
    <AdaptationSet id="green_video" codecs=”gvme.depr”/>
      <BaseURL>video_green_depr/</BaseURL>
      <SegmentTemplate timescale="90000" media="$id$/$Time$.mp4m">
        <SegmentTimeline> 
          <S t="0" d="180180" r="432"/> 
        </SegmentTimeline>
      </SegmentTemplate>
      <Representation id="gv0" bandwidth="1000" associationId=”v0”/>
      <Representation id="gv1" bandwidth="1000" associationId=”v1”/>
      <Representation id="gv2" bandwidth="1000" associationId=”v2”/>
    </AdaptationSet>
  </Period>

</MPD>



The Display-Power Reduction Metadata are a list of num_quality_levels pairs of the form (max_intensity[i], peak_signal_to_noise_ratio[i]).
max_intensity[i]is the maximum intensity of pixels that will be retained in the frame,
peak_signal_to_noise_ratio[i] is computed after scaling the pixels of the reconstructed frame by Peak_signal / max_intensity[i] and applying the reverse scaling corresponding to the backlight scaling factor, b =  max_intensity[i] / Peak_signal applied to the LCD backlight. 
Peak_signal defines the maximum permissible intensity of pixels in a frame. For 8-bit video, Peak_signal = 255. 
The Display-Power Reduction Metadata are stored in a specific Metadata file “$id$/$Time$.mp4m” (one for each segment) using the format specified in ISO/IEC 23001-10. The Display-Power reduction Metadata representation is associated to all the available Media representation as shown in Figure 6.


[bookmark: _Ref377753101]Figure 6 - One Metadata Representation for all Media representations

The table herewith gives an example of a MPD for Display-Power reduction Metadata.

	<?xml version=”1.0” encoding=”UTF-8”?>
<MPD
  xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
  xmlns="urn:mpeg:DASH:schema:MPD:XXXX"
  xsi:schemaLocation="urn:mpeg:DASH:schema:MPD:xxxx"
  type="dynamic"
  minimumUpdatePeriod="PT2S"
  timeShiftBufferDepth="PT30M"
  availabilityStartTime="2011-12-25T12:30:00"
  minBufferTime="PT4S"
  profiles="urn:mpeg:dash:profile:isoff-live:2011">
  
  <BaseURL>http://cdn1.example.com/</BaseURL>
  <BaseURL>http://cdn2.example.com/</BaseURL>
  
  <Period>
    <!-- Video -->
    <AdaptationSet 
      id=”video”
      mimeType="video/mp4" 
      codecs="avc1.4D401F" 
      frameRate="30000/1001" 
      segmentAlignment="true" 
      startWithSAP="1">
      <BaseURL>video/</BaseURL>
      <SegmentTemplate timescale="90000" media="$Bandwidth$/$Time$.mp4v">
        <SegmentTimeline> 
          <S t="0" d="180180" r="432"/> 
        </SegmentTimeline>
      </SegmentTemplate>
      <Representation id="v0" width="320" height="240" bandwidth="250000"/>
      <Representation id="v1" width="640" height="480" bandwidth="500000"/>
      <Representation id="v2" width="960" height="720" bandwidth="1000000"/>
    </AdaptationSet>
    <!-- English Audio -->
    <AdaptationSet mimeType="audio/mp4" codecs="mp4a.0x40" lang="en" segmentAlignment="0">
      <SegmentTemplate timescale="48000" media="audio/en/$Time$.mp4a">
        <SegmentTimeline> 
          <S t="0" d="96000" r="432"/> 
        </SegmentTimeline>
      </SegmentTemplate>
      <Representation id="a0" bandwidth="64000" />
    </AdaptationSet>
    <!-- French Audio -->
    <AdaptationSet mimeType="audio/mp4" codecs="mp4a.0x40" lang="fr" segmentAlignment="0">
      <SegmentTemplate timescale="48000" media="audio/fr/$Time$.mp4a">
        <SegmentTimeline>
          <S t="0" d="96000" r="432"/>
        </SegmentTimeline>
      </SegmentTemplate>
      <Representation id="a0" bandwidth="64000" />
    </AdaptationSet>
<!—AdapatationSet carrying Green Video Information for Video  -->
    <AdaptationSet id="green_video" codecs=”gvme.dipr”/>
      <BaseURL>video_green_dipr/</BaseURL>
      <SegmentTemplate timescale="90000" media="$id$/$Time$.mp4m">
        <SegmentTimeline> 
          <S t="0" d="180180" r="432"/> 
        </SegmentTimeline>
      </SegmentTemplate>
      <Representation id="gv0" bandwidth="1000" associationId="v0 v1 v2"/>
    </AdaptationSet>
  </Period>

</MPD>






[bookmark: _Toc378256468]Use of Green Metadata at the client side
The client (player/decoder) can determine its remaining battery life based on the energy consumption of the current representation it is using. If it detects that its battery life is not sufficient for the total duration of the video content to be consumed (given parameter in the server or requirements of duration expressed by the user), the terminal can compute the power consumption saving ratio from the current representation. 
Knowing :
·  the decoder-power saving ratio of all available video representations from the current representation for the next segment,
· the impact of pixels intensities scaling on video quality for the next segments,
· the respective parts of decoder and display consumption in the global consumption in the last segments,
the terminal can define what is the best strategy of power-saving allocation on the decoder and on the display for the next segment.
From that, the terminal knows which representation it needs to download and what is the appropriate scaling of  pixels intensities for this representation.
It must be noticed that the decoder-power saving ratio of all available video representations from the current representation is not directly given by the Power-Reduction Metadata. On the server side, what is given is a list of decoder operations reduction ratios for all representations from the most complex one. The terminal can convert this list of  ratios into a list of ratios from the current representation it is using. Using the mapping between Power consumption and Power Supply Voltage and the mapping between Power Supply Voltage and Processor frequency of processors or devices, the terminal can translate this list into a list of decoder-power saving ratios from the current representation. 
In the case where the total duration of the  video content to be consumed is not known (case of live content for example), the terminal can display the expected remaining usage duration based on current battery level and the energy consumption of the current representation it is using. The user could therefore act on its terminal to increase this usage duration, which will be translated into a power saving ratio as in the previous case.
Note: Complexity metrics, as defined in 2.2  can be sent with each representation to allow the client to save energy in a proactive way instead of in a reactive way and thus  to make the selection of representation work at its best for energy saving.

[bookmark: _Toc378256469]Interactive Signaling for Remote Decoder-Power Reduction
[bookmark: _Toc378256470]Introduction
This Annex provides some non-normative information on the way the Interactive Green Metadata can be computed on the decoder side and the way it can be used on the encoder side.
[bookmark: _Toc378256471]Decoding Operations Reduction Request computation and transmission
A terminal can display the expected remaining usage duration based on current battery level and the energy consumption of the current video it is decoding. The user can then act on its terminal to increase this usage duration, which will be translated into a power consumption saving ratio. 
This power consumption saving ratio cannot be sent as it is to the remote device, because the relationship between power consumption and processing cycles of a processor is not linear and is processor/device dependent.
Using the mapping between Power consumption and Power Supply Voltage and the mapping between Power Supply Voltage and Processor frequency of processors or devices, the terminal can translate the power consumption saving ratio into a Decoding_Operations_Reduction_Request (DOR-Req) (Step 1 in Figure 7).
The DOR-Req is sent by the encoder of the device in a message that is outside the video stream (Step 2 in Figure 7). 
Device 
Video stream   
« DOR-Req » message
Video stream  

Encoder
Extractor 
Decoder
           Power Optimizer  Module
DOR-Req
1
2

[bookmark: _Toc377709911]Figure 7 - Production of the  DOR-Req Message
[bookmark: _Toc378256472]
Use of Decoding  Operations Reduction Request
[image: ]The Decoding_Operations_Reduction_Request (DOR-Req) is extracted in the remote device  and presented to the power optimizer (step 3 in Figure 8) which translates this request into a configuration of the encoder (step 4 in Figure 8), so that it can produce a stream which complies to the DOR-Req (step 5 in Figure 8) . 


[bookmark: _Ref377709596][bookmark: _Ref377708985]Figure 8 - Usage of the  DOR-Req Message

In this way, each encoder can adapt the complexity of the encoded stream as a function of the battery level of the other device communicating with it. 
The strategy used by the encoder to reduce complexity is non-normative. A gradual action can be used to find the best compromise: decoding complexity vs. perceived quality. The gradual action is controlled through the monitoring of the DOR-Req and encoded resolution of decoded stream. When the DOR-Req returns to 0%, the encoder knows that further complexity reductions are unnecessary and it can progressively reverse its previous actions, by gradually increasing the complexity.
If the two devices are equipped with batteries, the best strategy can be defined by considering the Power saving requests of both devices as shown in Figure 9.
Power  Optimizer module
Internal-Req
DOR-Req
Encoder_cfg = f(Internal-Req, DOR-Req)

[bookmark: _Ref377709711]Figure 9 - Using Local and Remote Information in the Power-Optimizer Module
This technology will achieve maximum power saving in association with C-DVFS technology. As shown in Figure 7, the DOR-Req messages are directed at remote encoders. However, if these remote encoders produce C-DVFS SEI messages in association with the feedback stream, then the local decoders can use the C-DVFS SEI message for the maximum power saving achieved from the change initiated by the DOR-Req message. 
 
[bookmark: _Toc378256473]Cross Segment Decoding for Quality Recovery after Low-Power Encoding                     
[bookmark: _Toc378256474]Introduction
An encoder can achieve power reduction by encoding alternate high-quality and low-quality segments, in a segmented delivery mechanism such as DASH. The power reduction occurs because low-complexity encoding mechanisms (fewer encoding modes, fewer reference frames, smaller search ranges, etc.) are used to produce the low-quality segments. A metric describing the quality of the last frame of each segment is delivered as metadata to the decoder. This section describes how cross-segment decoding may be used to improve the quality of the low-quality segments. 
A cross-segment decoder will utilize quality metrics contained in the high-quality segments (from high complexity encoding) to enhance decoding of the low-quality segments (from low complexity encoding), producing a visual experience with significantly higher QoE, but with reduced average encoding complexity (and therefore encoding power consumption). 
Note that the decoding complexity for the first frame in the low quality segment is increased, while the decoding complexity for the other frames remains the same as for regular decoders.
[bookmark: _Toc377653815][bookmark: _Toc378256475]Green Metadata Usage
At the transmitter, the encoder records the quality metric of the last frame of each segment using xsd_metric_type and xsd_metric_value. The XSD-enabled decoder when it receives the metric data, will use the metrics to determine if it will execute an enhancement algorithm. If the metric indicates the last frame of the previous segment is of better quality than the first frame of the new segment, then it will use the last frame of the previous segment to enhance the first frame of the new segment as described below.
The XSD algorithm applies to the transition from a segment with higher video quality to a temporally neighboring segment with poorer quality that is encoded independently of the higher quality segment. The last frame (in display order) in the higher quality segment is the “good frame” (GF). The first IDR frame of the poor quality segment is the “start frame” (SF). The output from the current algorithm is the “fresh start” (FS). Note that the SF as an IDR frame was encoded without referencing the GF or any other frames in the higher quality segment. The goal of the enhancement algorithm is to use information contained in the GF to improve the quality of the decoded SF to get an improved reference frame, FS, for subsequent frames in the low quality segment. 
Depending on the level of motion for different spatial regions of the SF, two enhancement methods are used by the decoder, one for relatively low motion areas, the other for the higher motion areas. For both algorithms, the decoder will look for matches between areas in the decoded GF and the SF, as determined by a distortion metric and a threshold calculated by the decoder. 
Note that MSD = Mean Square Difference in the following algorithm description.
	// Estimate MVs. Different algorithms can be used. SDS is described below
foreach block B in SF
    set the center to B.
    calculate the SAD between B and B' in GF.
   repeat
        calculate the SAD between B and the block in the up left, up right, 
                                                                                       down left, down right of B' in GF.
        select the block leading to the minimum SAD as the next center. 
        set B’ as last center
    until the center = last center; 
    repeat
        calculate the SAD between B and the block in the left, right, up, down of B' in GF.
        select the block leading to the minimum SAD as the next center. 
        set B’ as last center
    until the center = last center
    // now we have a center C' in GF.
   MV(B) = C->B. 

// Enhance the new iFrame
calculate the average Sum of Absolute Difference (AvgSAD) of the MVs;
calculate TMSD = 0.775 x e0.4306 x AvgSAD + 132.4;
for each 16x16 patch P in SF
    if (len(MV( P )) < width x qp /30000) // Use low motion enhancement method 
        calculate the MSD between P and the co-located patch P'  in GF
        if (MSD <= TMSD)
              copy P' to P;
    else // P is high motion – use high-motion enhancement method
        for each 4x4 block B in P
            good_mv = 0;
            for each of 8 mv near MV(B)
                 if mv = MV(B) 
                      good_mv++;
            if (good_mv >=5)
                calculate the MSD between B and co-located B'  in GF referenced by MV(B)
                if (MSD <= TMSD)
                       copy B' to B;


Figure 10: FS-Frame Generation algorithm
[bookmark: _Toc348013651][bookmark: _Toc348147921][bookmark: _Toc348148506][bookmark: _Toc340433050][bookmark: _Toc340434018][bookmark: _Toc340494876][bookmark: _Toc340495851][bookmark: _Toc340578976][bookmark: _Toc340595913][bookmark: _Toc340672367][bookmark: _Toc340673345][bookmark: _Toc340693241][bookmark: _Toc340694219]After the FS-Frame Generation algorithm is applied, decoding of subsequent frames is done as usual. 
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