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1 Context

Video content is part of an ever growing collection of professional and user generated material which will be (and actually is) definitely dominating the application scenarios on content-based search of the next years. It is acquired knowledge that visual search cannot be limited to just searching on collection of still images and that visually searching and retrieving video cannot be defined in terms of searching and retrieving the single pictures that compose the video. Current technologies and services capable to support visual search applications in video collections are in general not mutually interoperable, and this means that important industrial sectors like media and broadcasting,  which own important collections of video items, cannot fully exploit their assets since either they have to commit the indexing of their content to external parties or rely on vertical and isolated in-house solutions, or opt for suboptimal standard technologies, i.e. not specifically targeted at visual indexing and retrieval in video collections. It is envisioned that a standard for compact descriptors will: 

- ensure interoperability of video search devices (imagers, application processors) applications and databases (cloud located), 

- enable high level of performance of embedded implementations conformant to the standard,

- simplify design of video search and analytics applications, 

- enable efficient system architectures and computational complexity partitioning between the different system components
- enable hardware support for embedded devices such as camera, imaging coprocessor, control and application units by distributing computational complexity and use limited amount of memory in order to minimize overall system costs and achieve a suitable tradeoff
- reduce and control load on bandwidth constrained networks transmitting video search-related information.

For example one candidate system architecture is shown in figure 1.
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Fig.1. Pipelinesforthe“Analyze-Then-Compress”and“Compress-Then-Analyze”paradigms.

Althoughseveraldifferentdescriptorshavebeenproposedinrecentyears,theyallshareasimilarprocessingpipeline.

Thatis,afeaturevectoriscomputedfollowingthreemainprocessingsteps,namelypre-smoothing,transformation

andspatialpooling[2].Forexample,thestate-of-the-artSIFTdescriptor[3]isobtainedperformingGaussian

smoothing,followedbythecomputationoflocalgradients,whicharethenpooledtogethertobuildahistogram.

Severalvisualanalysisapplications,suchasobjectrecognition,trafﬁc/habitat/environmentalmonitoring,surveil-

lance,etc.,mightbeneﬁtfromthetechnologicalevolutionofnetworkstowardsthe“Internet-of-Things”,where

low-powerbattery-operatednodesareequippedwithsensingcapabilitiesandareabletocarryoutcomputational

tasksandcollaborateoveranetwork.Inparticular,VisualWirelessSensorNetworks(VWSNs)areapromising

technologyfordistributedvisualanalysistasks[4][5].Thetraditionalapproachtosuchscenarios,whichwill be

denoted“Compress-Then-Analyze”(CTA)inthefollowing,isbasedonatwo-stepparadigm.First,thesignal of

interest(i.e.,astillimageoravideosequence)isacquiredbyasensornode.Then,itiscompressed(e.g.,resorting to

JPEGorH.264/AVCcodingstandards)inordertobeefﬁcientlytransmittedoveranetwork.Finally,visualanalysis

isperformedatasinknode[6][7][8].Sincethesignalisacquiredandsubsequentlycompressed,visualanalysis is

basedonalossyrepresentationofthevisualcontent,possiblyresultinginimpairedperformance[9][10].Although

suchparadigmhasbeenefﬁcientlyemployedinanumberofapplications(e.g.,videosurveillance,smartcameras,

etc.),severalanalysistasksmightrequirestreaminghighqualityvisualcontent.Thismightbeinfeasibleeven

with

state-of-the-artVWSNtechnology[11]duetothesevereconstraintsimposedbythelimitednetworkbandwidth. A

possiblesolutionconsistsindrivingtheencodingprocesssoastooptimizevisualanalysis,ratherthanperceptual

quality,atthereceiverside.Forexample,JPEGcodingcanbetunedsoastopreserveSIFTfeaturesindecoded

images[12].

Atthesametime,analternative“Analyze-Then-Compress”(ATC)approach,inasenseorthogonaltoCTA ,

isgainingpopularityintheresearchcommunity.TheATCparadigmreliesonthefactthatsometaskscan

beperformedresortingtoasuccinctrepresentationbasedonlocalfeatures,disregardingtheactualpixel-lev el

content.AccordingtoATC,localfeaturesareextractedfromasignaldirectlybythesensingnode.Then,theyare

compressedtobeefﬁcientlydispatchedoverthenetwork.AsillustratedinFigure1,“Analyze-Then-Compress”and

“Compress-Then-Analyze”representconcurrentparadigmsthatcanbeemployedtoaddresstheproblemofanalyzing

contentcapturedfromdistributedcameras.Compressionofvisualfeaturesiskeytothesuccessfuldeployoment of

theATCscheme,sinceVWSNstypicallyposestrictconstraintsregardingtheavailablebandwidth.Severalworks
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Figure 1: The upper part coding scheme is “Analyze-Then-Compress” (ATC) paradigm. That is, sets of video features are extracted from raw frames end encoded before transmission. This is opposite to traditional “Compress-Then-Analyze” (CTA) paradigm, in which video features are extracted close to complex visual analysis.
It is envisioned that this standard will generally be useful for implementing any video search applications, because compact descriptor representation will lead to savings in memory size and bandwidth resources needed for performing video search. It is also envisioned that such standard will provide complementary tools to the suite of existing MPEG standards, such as MPEG-7 Visual Descriptors/Visual Signature Tools and Compact Descriptors for Visual Search.

2 Video Search Applications

A non-exhaustive list of example applications that can be designed with the proposed standard is provided below.
2.1 Automotive
Advanced Driver Assistance Systems (ADAS) are and will be of primary importance for the automotive industry and are supported by regulations from Europe and other countries. For example Autonomous Emergency Breaking (AEB) systems are particularly useful and meant to decrease the probability of accidents and human injuries. Examples of events, where AEB is needed, are: 
1) Let a car to park autonomously 
2) Brake the vehicle while a pedestrian intersects the path of a moving car, or an animal suddenly appears on the road while a car is approaching, or if an object falls on the road while a car is moving along it
In those cases it is required that collisions will be avoided against both rigid obstacles and living beings that inherently deformable. 

Furthermore in automotive infotainment applications, augmented reality is required. An example of event for augmented navigation is:
1) a MCS (Multi Camera System) looks at surrounding environment, such a buildings in urban area. An opera building (e.g. Milan La Scala) is visually recognized and then information related to it (that are invisible to the camera) are streamed from server to infotainment client explaining program agenda related to the opera using video, audio, 3D graphics means while the building is tracked. The driver than can decide to park the car and visit such place or buy a ticket through the web to attend to the next opera event (e.g. Beethoven symphony).

2.2 Media and Entertainment
A non-exhaustive list of example applications that can be designed with the proposed standard is provided below.
1) Interactivity for accessing content related to objects on a smart TV, e.g. selecting the region showing the Trevi fountain in “La dolce vita” by F. Fellini to access more information about this place. Similar functionalities are needed for interactive advertising, e.g. buying products shown in a TV series.
2) Another use case related to advertising is the removal of unwanted products or logos from content.

3) Finding and organizing user generated material, e.g. holiday videos, and matching them by location, landmarks, or finding clips showing similar events going on (e.g. changing of guards).

4) Gathering and organizing material for news or documentary production, and identifying redundant content (e.g. near duplicates showing action from different perspective) or alternatives showing the same action.

5) Coverage of live events / Crowd journalism: With increasing bandwidth and better cameras in mobile devices, users may post their videos, live recorded, of sports events, concerts or political demonstrations.
In order to get an overview of the event, these video need to be matched to identify which show actually the same action or overlapping parts of the scene. This enables novel event coverage from users’ contributions.

2.3 Surveillance

In this application, video analytics are used either at a camera level, in a video processing unit attached to the network or applied on records. One can therefore distinguish three different use cases:

1) On-line video processing for the detection of pre-configured events for video-surveillance applications (presence of object, living beings, motion detection, abnormal stationary of a person or vehicle, detection of abnormal behavior, cross of a border)
2) On-line processing for the detection of pre-configured events for non-video-surveillance applications (traffic monitoring, crowd monitoring, people counting…..)
3) Off-line video processing with the aim of helping/speeding up forensic activities by police forces
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