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1 Introduction
The use of multimedia is pervading more and more our daily life and getting evolved day by day into user-centric services. Although MPEG has developed standards related to User in MPEG-7, MPEG-21, and MPEG-M, they are probably superficial with respect to current and upcoming services like augmented reality and social network services. We gather possible use case scenarios to clarify if we need to extend the standards in this document. The goal is to develop an MPEG User Description (MPEG-UD) standard within the general scope of MPEG embedded within a framework that may be applicable to other application domains. The conceptual processing model and terms used in this document (including UD/SD/CD/RD) are defined in [1].
2 Use Cases

2.1 Use Case of Smart TV Recommendation Application
Introduction
Recent introduction of Smart TVs gives an uncountable number of possible choices of programs for a consumer, through the internet connection as well as through the conventional broadcast channels. In such an environment, providing recommendation application is one of the easiest way to think of, as a personalized service to the consumers, to help their customers selecting the program (SD) according to their preferences (UD) and context (CD). 

Scenario
Mr. Somebody just bought a new Smart TV and got very excited, as this new model of Smart TV is known to provide very personalized service for each individual user.

At the installation process, he is asked to download and register a remote controller application for his smart phone to be used as his personal secondary device for the TV.

When he turns on the TV using this application, the TV recognizes the user, Mr. Somebody, and can provide personalized service. In this application, he sets the default of the viewer setting as "family view" so that when he turns on the TV with his children around, he does not get an embarrassing content. When he is alone, he can change the setting to "personal view" through which he can enjoy truly personalized service.

When he leaves with the TV on, he can sign off with this application, so that this TV enters "general viewer" mode until someone else uses his/her smart phone application.

The greetings screen, which is first shown at the time of being turned-on, shows a list of recommended program list provided by the recommendation service provider of Mr. Somebody's choice, based on the preference, viewing history, and context. The recommended program list can be provided by one of several available service providers, as any recommendation service provider can provide the recommended program list through the standardized interface (in the form of SD). Each recommendation service provider, who has a solution for the recommendation engine, can compete with each other as each of them can provide an interoperable recommendation service through the standard interface (of SD). 

Role of the standards
To provide a personalized service, it is obvious that the service provider should have an access to the user information and the context information, which can be acquired by the standardized interface of UD and CD or RD.

The user description (UD) may be stored in the TV set, in the Smart Phone, or in a secure server. The context information (CD) can also be stored in the TV set, in the Smart Phone, or in a secure server. However, some of the CD can be generated in real-time.

For the recommendation service providers to be independent from the application platform or from the TV manufacturers, the interface between the application (with user interface) in the TV and the recommendation engine should be standardized.

The UD may contain very private information and the user may not want to release the information to the service provider. In this case, there can be a "trusted" secure server which holds the user information (UD) including the private information. When it is requested to release certain information to the recommendation service provider, the secure server may process the data and create simplified user information such as the type of the cluster that the user belongs to. For this information, which may be called a Recommendation Description(RD) to be used in the recommendation service, this information format with semantics should also be standardized, so that any service provider in the market should understand and correctly interpret it.

Discussions
There are several benefits shown in this scenario.

First, the TV manufacturers only need to provide a light application which takes the recommendation expressed in SD and provides customized recommendations to the users, without being constrained to select a specific recommendation engine nor to build one by themselves. 
Second, consumers have choices of selecting a recommendation service tailored to their preferences and context, assuming that several recommendation service providers are available.

Third, recommendation service providers will compete to provide better services, without being tied to a specific TV manufacturer.

Fourth, by using the RD through the trusted secure server, the user does not have to be concerned about his/her precious personal information being released to multiple parties involved with the recommendation services.
2.2 Scalable User Description

Leonardo uses a set of applications with the embedded functionality of tracking his usages. The functionality is based on the new MPEG user description (MPEG-UD) standard and continuously updates his UD.

Leonardo is interested in getting content from a service provider (SP). In principle SP could give him his entire data base (DB) of content descriptions to Leonardo, but he is reluctant to do so because of the high commercial value of that DB. Similarly Leonardo is unhappy with the idea of giving SP all the mass of information about himself that is contained in his UD.

Fortunately, UD is structured in such a way that it is easy for Leonardo to extract only the portion of his UD that is relevant for SP to make an offer to Leonardo.

Even so Leonardo is not really happy to send information about him, even though it is not his complete UD, to SP. So he resorts to sending SP an attachment describing what use the SP can do using his subset of the UD.

Therefore Leonardo performs the following steps

1. Make a package of information (probably a digital item) containing

a. His UD subset as resource

b. Metadata (description of what the resource is)

c. License (expressing rights on resource granted to SP)

d. ERR (to be informed when SP uses his UD subset)

2. Sends the package to SP

Upon receiving Leonardo’s package SP performs the following steps

1. Opens the package

2. Extracts Leonardo’s UD subset

3. Passes Leonardo’s UD subset to an engine that matches it – depending on the rights expressed in the license – with the SP DB

4. Sends the output of the engine to Leonardo. 
Upon receiving SP’s output, Leonardo selects the content of his interest.

2.3 Providing User-Customized Contents

Augmented reality services are applied to education, medical treatments, military, entertainment, etc. When a user looks at an object via his device, he can get some pre-defined information about that particular object. However, when there is no pre-defined information, then the server should search relevant information to the object. In this case, the information might be too broad including dummy, irrelevant or non-important information. So, we need to select and provide most valuable information for the user’s situation onto the device. Then the user will get the information he exactly wants. 

1. A picture is captured by a user's device.

2. Extract compact descriptor by CDVS.

3. Send the descriptor (CDVS) and user description to a server.

4. Search relevant contents, e.g., from a DB or Internet.

5. Select (or filter) only appropriate contents for providing the user-customized contents in accordance with user descriptor.

2.4 Response to User's Emotion

We need to recognize a user’s emotion to help the user to get what he needs or wants. The device analyzes the user’s current emotion with UD and recommends a preferable content like music, sports, karaoke, or movie. 

1. Saying to smartphone "I'm so bored. Can you help me?"

2. The smartphone analyzes the voice message for identifying the user's emotion and intention. Based on that information, the smartphone attaches this information to the existing UD and sends it to the server.

3. The server analyzes the UD and matches it with its database, while recommending JAZZ to the user.

4. The user is satisfied with the recommendation.

2.5 Personalized Car Navigation
A car is generally personalized with the owner’s preferences. When another person wants to drive the same car, he has to set his personal settings. Before using the car, the owner should consent his driving. If the user has his UD or a Service Provider provides the UD, the car will set his preferences automatically.

1. User2 wants to drive User1’s car.
2. User1 allows User2 to drive her/his car.
3. Service Provider supplies User 2’s UD.

4. Navigation system recognizes User2 with his UD. 

5. UD of User2 is used to display his way of the destination, favorite oil station, home address, etc.

6. Service Provider supplies adequate advices during his driving for road condition.
2.6 Casual Newsreaders

SocialSensor [2] will provide innovative features for casual newsreaders, such as real-time discovery of news items, proactive delivery of relevant content. Therefore, the UD shall be utilized to identify news items based on the user context, and socialization of the user with other newsreaders through ad hoc social networking. Furthermore, the aggregation of user-generated with professional content should be provided. Therefore, the casual newsreader shall be represented by means of a UD containing social network information about the news editor. The social network information shall contain, besides of user specific information, information related to the news stories the editor has created. For example, the trust score should indicate how trustworthy a casual news editor is. Furthermore, the social network information shall comprise information about the interests, links to recent tweets/stories, and, for example, the preferred social/news platforms. 

1. Casual newsreaders subscribe with their (mobile) devices plus UD to a news site of their choice including their social network information and delivery preferences.

2. The casual newsreaders UD will be used to recommend news items to the casual newsreader. For example, based on the interests, and recent tweets/news stories.

3. Based on the delivery preferences (e.g., push or pull) the social media will be delivered to the casual newsreader.

2.7 Professional News Editors

SocialSensor[2] will provide professional news editors (e.g., journalists) the possibility to discover emerging trends and topics, aggregation of user-generated with professional content, analysis of massive amounts of social data for new insights and profiling of news portal users. Therefore, the UDs, containing social network information of the news portal users, should be utilized to provide automation of these features. 

1. Professional news editors discover emerging trends and topics by aggregating user-generated with professional content and analysis of massive amounts of social data for new insights including aggregated profiling the UD of news portal users. Additionally, the trust score should provide information on the trustworthiness of news editors.

2. Based on the stories provided within step 1, individual news stories are generated taking into account the end users’ individual UD.

3. Based on the delivery preferences (e.g., push or pull) the social media will be delivered to the end user.

2.8 Infotainment

SocialSensor provides new multimedia search tools and unique media consumption experiences to attendants of large events (e.g., festivals). Providing real-time social indexing capabilities for both of these use cases is expected to have a transformational impact on both sectors. The infotainment use case targets at individuals attending large events, such as festivals, expos, etc. The use case is centered on the principle that the different aspects of a user’s context can constitute valuable cues for proactive search and discovery of relevant media content. By leveraging the user’s context for search, especially in mobile settings, the physical surroundings of a user act as a lens on the social media content that relates to her current activities, location, and physical social ties. Therefore the UD should provide the possibility to describe the activities, location, and physical social ties. This information will be used to provide context-triggered search. For example, based on the activity the search will combine the search terms with the activities described in the UD. The results will be based on the activity, location, and physical social ties.  Furthermore, the UD shall be used to provide real-time activity recommendation. 

1. Attendants of a large festival subscribe with their (mobile) device plus UD to the festival site including their mobile settings, physical surroundings, and preferences.

2. The festival site offers services based on the UD such as context-triggered multimedia search, proximity-based real-time activity recommendation, facilitation of social networking aspects, and real-time interaction with the event acts.

3. The festival attendants consume content according to their UD.

2.9 MEdical Distributed Utilization of Services & Applications

MEDUSA’s (MEdical Distributed Utilization of Services & Applications - MEDUSA) [3] purpose is to enhance quality of diagnosis and decision making in acute and/or critical situations in a patient’s condition.

Under this framework, assume the case in which a person falls in the street and loses his/her senses. An emergency medical unit, arrives on the spot, makes the first investigation on the patient (X-ray, temperature, blood pressure), collects his/her ID and makes a short video with the surrounding area. This heterogeneous information should be sent differentially to various actors to be involved:

1. The patient ID (metadata), together with the video is sent to the police station, for a preliminary investigation of the reasons of the accident.

2. The user ID (metadata) is also sent to the Social Security Services, in order to initiate the administrative actions required by such a situation (public/private insurance, etc.).

3. The patient ID (metadata) and the results of the first investigations (images, metadata) are sent to the MEDUSA system, which integrates the MPEG User Description system. This way, each component of the heterogeneous multimedia content representing the patient medical record (metadata concerning the exams, images/video/3D corresponding to previous tomography investigations, voice records, etc.) is transmitted to the corresponding specialist, which may be provided through different terminals (from fixed PCs to mobile thin clients).

4. In order for the MEDUSA system to be accepted for use by national authorities, mechanisms ensuring both the protection during transmission of medical records and its future tracking-down must be ensured. Any tool can provide this, be it inside or outside MPEG.

Within the scope of the MPEG-UD efforts, MEDUSA can be considered as a use case in which heterogeneous multimedia content (metadata, image/video, audio, 3D) should be shared between users of different types (interests/rights in data, terminal, network conditions).
2.10 Learning from User interaction with complex data for Recommendation

The following description is originally taken from [4] and describes the need to have aggregated multimodal data for professional purposes.

“Let us consider a journalist who is searching on a Web news site for details about a crime story that happened in a town near his own town, because he has to make report that evening in a local amateur journalists club. After several minutes of searching he is still unable to find a satisfactory article, apart from brief notes from an institutional news agency and few Web articles just reporting a headline and few words. He then decides to shift attention from Web to television and to start a search on a multimedia repository using the few words he had found on the agency note a few minutes before as keywords. He soon finds out an extended report of the story broadcasted by one of the regional stations, which almost satisfies his needs, and decides, once clarified all rights issues, to download the clip and to show it that night during the club meeting. “

This process can be time consuming and costly because query processing over different data repositories is needed. Also, search results need to be manually organised and screened to select useful candidates.

We refer to the concept of “multimodality” from the data and system management perspective more than from a purely user-orientated one. Multimodality is here conceived as the concomitant multimedia and multi-source nature of data. In this context, a system is multimodal when:

· It is able to manage data that is delivered through various media (e.g., the Internet, Digital Television)  and

· It is able to manage data of multiple perceptive sources (e.g., visual, textual, acoustic). 

The objective of a multimodal data management system can be summarized as follows:

· Elaborate data streams or data objects coming from different sources and of different nature;

· Build informative services that make use of elaborated data in an integrated way (hyper media services).

Hyper Media News [3] is an example of such systems. It is able to automatically capture, elaborate and index multimodal data and produce hyper media services ranging from multimodal RSS feeds, enriched news feeds to automated daily news digests and automated cross-modal search services. The inputs of the system are Television, Web News, Blogs and User generated content. 

Systems working with complex data, i.e. highly structured and variegated data such as multimodal data managed by Hyper Media News, represent a challenge for recommender systems and in general for multimedia search and retrieval. This is implied by the inherent complexity of such data, which integrate several sources and several modalities, a condition which force to apply algorithms often optimised for a single application domain (e.g., written text analysis -based recommendation) in a stretched condition. 

The exploitation of information about user interaction is foreseen as a key enabler for the development of future recommendation systems which will overcome the mentioned limitations. In particular, The ability to track user interaction in a complete way enables several scenarios from the perspective of a multimedia search and retrieval system, for example:

· the possibility by the system to learn from user attempts at finding objects of interest, which can be thus classified as successes, errors, retrials and so on, in order to improve its general and user-specific performance;

· the possibility to differentiate between fruited (e.g., played, read, open) data and ignored data and the specific nature of these data (e.g., audio, video, text, compound), to automatically infer cross-relationships between disparate data domains (e.g., TV and Web, text and pictures);

· the possibility to exploit user-generated data and their specific role in the interaction during the multimedia experience in order to improve data mining and knowledge discovery from data (e.g., through classification or clustering based on the knowledge of the type of interaction primitives); 
2.11 Jini: An intelligent chatting partner in the smartphone
Siri is a famous virtual assistant in the IPhone but its functionality is limited to just one turn of dialogue exchange. It does not provide services related with the user’s characteristics. An intelligent chatting partner, Jini, however, can make a chatting partner for the smartphone user, in a sense that it provides more advanced chatting functions, recommendation functions and question answering functions. Moreover, Jini provides a complex task such as making a reservation for a restaurant and purchasing a present for the user’s wife. The intelligent functions are possible based on the well-defined user description which includes user intention, user’s relation with other users as well as user preferences. As in the Figure 1 and 2, through a conversation, Jini provides services that are well fit to the user intention and user’s circumstances:

1. Jini has a dialog with the user. She recognizes the user’s speech and understands its  meaning.

2. Jini recognizes circumstances and understands the user’s intention based on the recognized circumstances and User’s characteristics.

3. Jini provides a virtual assistant service across multiple information areas based on the natural speech conversation

[image: image1.png]Jini, Please help me with my
business trip tomorrow!!

Yes sir,
1 will prepare it
for you




Figure 1. Jini, providing complex services through natural language conversation.

[image: image2.png]Tomorrow is
my wife’ s —

birthday. What about
What is your having a
suggestion? dinner at a
i nice
restaurant?
| think Italian aw
restaurant will o
be good. 1 will find one
near here
I and make a
reservation.
Any opinion for
the present? She likes
pearls. Shall |
I order one for
you?

That' s a good
idea.




Figure 2. Jini, making recommendations based on the user information about his wife..

2.12   Learn&Motiv: eLearning system based on the user’s motivation
Imagine a remote eLearning setting which works partially with natural language and behaves like a teacher, understanding your abilities, your preferences, and your current cognitive fitness and concentration status. Imagine a remote eLearning setting where you define your learning goals and the system is adapting to your needs. Motivations are the key modulators of our daily life and they have the tendency to influence many areas of cognition including the attention, memory and reasoning; all the essential requirements for a successful student. Learn&Motiv is an eLearning environment where the motivation of the students is recognized through gesture and conversation contents of the students. The data collected by the emotion recognition resulting in a powerful information base about the learner can be constructed. An extended eLearning teaching system based on this knowledge can react more like a skilled human teacher e.g. giving some encouragement when he notices that the learner is no longer following the instructions. A good user description with detailed motivation elements in it will be a key technology for this eLearning system.

1. The eLearning system monitors the student’s state. It recognizes his/her gesture and speech and decides his/her current motivation and emotion.

2. The eLearning system gives relevant feedback to the student according to his/her motivational state. When the student seems to be sleepy and inactive to the lessons, the system encourages him/her with a louder voice, for instance.

3. By monitoring student’s current motivational state, the eLearning system adjust the contents of the lessons.

2.13   TransTour: Automatic Translation system for tourists
TransTour is an automatic translation system for tourists. With this automatic translation system, users can communicate with anyone in the world with their own native languages equipped in a smartphone. Machine translation technology has been developed over a long period time and now it is advancing in the direction of pursuing a convenient and natural translation style that is more like human conversation. One key factor of the naturalness of the translation result is how it reflects speech characteristics of the speaker and listener such as the relation, age and gender of the people participating in the conversation. In this sense, user description with user’s speech styles and relation of the speaker and listener will be needed for an advanced machine translation system. In MPEG-M Part4, utilizing user’s characteristics in translating languages for a naturalness of the translation result is reflected in translate language elementary service instance, where several attributes are defined to express speaker and listener characteristics.
1. TransTour requests for the user’s UD to decide the translation output style.

2. TransTour requests for the current translation situation which is the context information to be used for the natural translation results

3. TransTour decides on the appropriate translation style based on the UD and context information and begins the machine translation service.

2.14   AnyAccess: Accessibility to the smart world 
AnyAcess is the consideration for accessibility for the people who have a disability in using the web and various digital services. It is important for new services to consider accessibility when planning, developing, designing and distributing the services. We should consider people with special requirements to ensure that they can gain the same benefits from ICT. ICT users have varied capabilities of handling information because of the age-related functional limitations or disabilities. Current MPEG standards deal with accessibility issues in defining users, but because of the diverse degree and characteristics of the disability, it is not enough for providing custom-made service to the individual users. ITU-T SG16 accessibility focus group is currently studying all different nature of needs and new services for them and MPEG User Description can benefit from the results of such activities. 
1. AnyAcess request for the accessibility profile of the user who is in need of access service to the smartphone or Web.

2. After deciding the correct level of accessibility based on UD and the service description, AnyAcess provides with a convenient service for the user.

3. AnyAccess gives back to the UD service provider with a feedback such as user’s satisfaction score and UD SP in turn save the experience in the UD of the user.

2.15  Damaged Vehicle 

 In a morning, Jack finds his car damaged by accident during the night. At this moment, Jack wants to repair the car and rent a car. First, he sends his UD including insurance contract ID and pictures to report the accident to the insurance agency. The agency assigns a rent-a-car company and an automobile repair shop then sends them SD (including maximum allowable premium) with a case number. The agency sends the case number to Jack at the same time. Jack accesses to the companies and provide his UD. (Note: his UD includes only needed information for a specific service) The automobile repair shop sends a wrecker to the place if the car needs towing and the rent-a-car car company sends a list of available cars to the user. RD recommends the most suitable car selected from the list based on the user preference described on the UD.


[image: image3]
Figure 3. Use Case for Damaged Vehicle 
Step 1. 
Jack finds his car damaged during the night and takes several pictures to prove the damage.

Step 2. 
Jack sends his UD including insurance contract ID and pictures to the Insurance Agency.

Step 3. 
The agency assigns companies for rental, towing, and repairing. First, the agency issues an SD that includes maximum coverage of insurance for rent-a-car with the case number.

Step 4. 
The agency issues an SD including maximum coverage of insurance for towing with the case number.

Step 5. 
The agency issues an SD including maximum coverage of insurance for repairing with the case number.

Step 6. 
The rent-a-car company provides a list of several models for Recommendation Engine to recommend the best car 
Step 7. 
rec engine recommends the most suitable car by taking into account Jack’s UD. 

Step 8. 
Jack accepts the recommendation and then RD informs the rental company about the selected car with the time and place information to deliver. 

Step 9.  
Deliver the selected car.
Step 10.
Jack sets the car with the user preference and driving habit .

Step 11. 
Recommendation Engine continuously takes information on weather, traffic, etc. as CD and safely guides Jack’s driving.

Table 1. Examples of UD, SD, CD, and AUD for individual steps
	
	UD
	SD
	CD
	AUD

	Step2
	UDI 
insurance contract ID and pictures
	
	
	

	Step3
	
	The case number

Coverage of insurance
	
	

	Step4
	
	The case number

Coverage of insurance
	
	

	Step5
	
	The case number

Coverage of insurance 
Request of payment
	
	

	Step6
	
	
	
	Provides several models to AUD within the coverage.

	Step7
	
	
	
	the most suitable car
Rental company

The time and place to deliver 

	Step10
	
	
	Weather information

Traffic information
	Optimized conditions 


2.16   Incident Report

Jack witnesses a fighting scene where an offender is beating a victim in a street. The victim is bleeding at the head. Jack sends his UD including location of the scene and some pictures taken from the fighting to 911. 911 sends policemen and ambulance to the scene. The location and the pictures could be the evidences for solving the case, identifying the location, and deciding the degree of damage.


[image: image4]
Figure 4. Use Case  for Incident Report

Step 1. 
Jack witnesses a fighting scene that two persons are fighting in a street.

Step 2. 
Jack sends his UD including location of the scene and some pictures taken from the fighting to 911

Step 3. 
The police records the case with the scene acquired from the UD.

Step 4. 
The police sends policemen to the scene.
Step 5.
The police requests to save the victim to ambulance .

Step 6. 
Ambulance requests victim’s information such as blood type, chronic disease and so on to Jack.

Step 7.
The Victim sends his information.
Step 8. 
Ambulance prepares some equipments and drugs corresponding to the victim.

Step 9. 
The policemen arrest (or chase) the offender.
Step 10.
Ambulance gives the first-aid to the victim.

Step 11. 
Recommendation Engine continuously guides ambulance and petrol cars by taking CD provided from the forecast center and traffic center.

2.17  Online Shopping

Jack is going to buy a jacket via online shopping. Jack is fat and short, and he doesn’t want to give his body size. But UD can fly away his reluctance. Jack gives his body size without any personal information. (Note: the body size itself is not personal information) The provided body size is used for searching suitable jackets for man who has the body size. Recommendation Engine select the best jacket for Jack by using his preferences (UD). Service Provider sends Buy-ID to an assigned Bank and Delivery. Required UD is sent to Bank and Delivery respectively.

[image: image5]
Figure 5. Use Case for Online Shopping
Step 1. 
Jack is going to buy a jacket via online shopping

Step 2. 
Jack sends a UD including his body size to a Service Provider (SP 1). 

Step 3. 
SP1 recommends some jackets fitted to the user and Recommendation Engine selects the most suitable jacket by considering Jack’s UD. 

Step 4. 
SP1 sends Buy-ID and amount of the payment to an assigned bank.
Step 5.
Jack pays the amount. 

Step 6. 
The Bank informs the payment to SP1. 

Step 7. 
SP1 sends Buy-ID and the jacket to an assigned delivery company. 

Step 8. 
Delivery company requests Jack’s address to deliver the product to Recommendation Engine.

Step 9.
Jack sends his address to Recommendation Engine.
Step 10. 
Delivery company delivers the product to Jack.
Table 3. Examples of UD, SD, CD, and AUD for individual steps
	
	UD
	SD
	CD
	AUD

	Step1
	
	
	
	

	Step2
	User’s body size
	
	
	

	Step3
	
	Recommends some jackets fitted to the body size
	
	AUD engine selects the most suitable jacket 

	Step4
	
	Buy-ID
Amount of the payment
	
	

	Step5
	
	Inform the payment
	
	

	Step6
	
	Buy-ID
Jacket
	
	

	Step7
	
	
	
	Buyer Address requests


2.18   Car as a User

On a highway, a car (UD) is following the direction given by its driver (CD). 

While on the move, the car continuously receives information (CD) about the traffic-jams and the weather conditions; such information is provided by the highway administration and originates from trustful authorities. 

According to the actual technical parameters (UD: fuel level, tire pressure, oil pressure, engine temperature), to its location on the highway (CD) and to the information it receives from services available in that area (SD), the car suggests to the driver some actions to be taken regarding the generated (AUD):

· go to the closest car service station of that car brand in the area;

· feeding with fuel at the very next gas station because the second gas station is outside the autonomy range of the car or just because the fuel prices are lower at that station;

· make a lunch break at the next restaurant because it is the only one providing organic salads or just because the car is running for more than 3 hours.
When the car detects an unexpected driver action (CD: a violent activation of the car break, an unexpected drop in speed, random track changes in the direction which may be derived from a heart attack) the car emits an emergency message (AUD) which should be instantaneously received by all surrounding cars, in order for them to slow-down accordingly. This emergency message should also be forwarded to the trustful authorities which should decide on its authenticity (e.g. by investigating some cameras on the spot) and properly handle it (e.g. update their own messages about the highway status, or initiating emergency actions).

Assuming the driver agrees (CD), in order to save gas and to reduce pollution, the car can continuously communicate with other cars (CD) in order to safely adjust the relative speed/distance among them.
Within MPEG-UD, the “car as a user” use case is an example where the user profile (a collection of heterogeneous types of information – textual, image, video, …) should be aggregated into a fine-granularity hierarchical structure. It has the peculiarity of being the only use case bringing to light a non-human user (the car). 
2.19  Scalable Remote User Interface
The scalable RUI service is to provide suitable RUI service to the user base on the information of the user. When the user connects to this service, the Recommendation Engine which is located in that application collects the information necessary to provide suitable RUI to the user. This information can consist of UD, CD and SD. The UD can include a variety of user's device information such as a device type, display resolution, operating system, storage space and etc.; the user information such as age, gender, preferred language and etc. The CD can include the environmental information such as weather, intensity of illumination and etc. The SD can include the service policy of a service provider such as user’s level of subscription and etc. The Recommendation Engine creates the RD using collected UD, CD and SD, and sends it to the RUI service provider. The RUI service provider creates a suitable RUI document based on the RD received from the Recommendation Engine, and sends to the application. The application presents adapted RUI to the user. 


[image: image6]
Figure 6. The message flow diagram of the scalable RUI service scenario

Step 1.
The user connects the RUI application through his/her client device.

Step 2.
The Recommendation Engine in the RUI application collects the information (UD, CD, and SD) to provide suitable RUI to the user. 
Step 3.
The Recommendation Engine creates an RD using collected information (UD, CD, and SD) and sends it to the RUI service provider.
Step 4. 
The RUI service provider creates a suitable RUI instance document based on the RD in real time, and sends it to the RUI application.
Step 5.
The user receives a suitable RUI document from the RUI application.
Step 6. 
The UD and the SD will be updated by the RUI application if it is necessary.
2.20  Visual Communication

Visual information plays a very important role in communication. Most communication service providers, however, provide mainly text- or audio-based services. There are growing cases of using visual objects, which are mostly emoticons and icons. However, there is a lot of room for improvement because current tools have limited expressiveness and are hard to edit. 
1. 
A user U1 expresses his intention in various input formats such as text, verbal words, sound, facial expressions, gestures and so on to the chatting application using a visual object(VO). This is represented in UD.
2. 
This UD is transferred to the Recommendation Engine.
3. 
The Recommendation Engine requests appropriate VOs to the VO service provider (SP) by sending the UD.
4. 
VO SP transfers service description (SD), i.e. a list of VO candidates to Recommendation Engine.
5. 
Recommendation Engine receives one or more CDs from U1, and SP and possibly from third parties. With these CDs, it filters the VO candidates.
6. 
Recommendation Engine gives the result RD, i.e. the filtered VO candidates to the application. U1 see the VO candidates and selects one VO and save it to his favorite VO list. The UD management saves the selected VO in the UD DB under favorite section.
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Figure 7. Visual communication use case in conformance with the conceptual processing model of MPEG-UD
2.21 Advertisement for Digital Signage
One of the important purposes of the Digital Signage is advertisements. Advances in IT technology allow advanced advertisements: context-based advertisement, content-based advertisement, user-based advertisement, etc. One of the technologies for advanced advertisement would be MPEG-UD. Advertisements can be shown effectively if the target users are well-defined. Thus, user/context-based advertisement is a good candidate application for MPEG-UD. If we go further and consider the Digital Signage domain, an integrated or group user description is required rather than each individual user description. That is because the audience for the digital signage is not limited to one user but consists of a group of users that is not necessarily homogeneous. In this case, to provide more effective advertisements to a group of users that consist of diverse user characteristics, a specific method to describe a group of users should be considered.
1. A group of people gathered to use the digital sign in front of the shopping mall.
2. They talk about what they are looking for and other topics such as weather, their hobbies.
3. The system takes pictures of the people and sends them to the server so that information on the people is analysed.
4. The system also collects the speech of the people and sends them to the server to be recognized and analysed. Finally the data is represented as a group user description.
5. The advertisement system receives a current group user description and decides what advertisements it will present and send the result to the screen.
6. The system gathers the reaction of the people by images and speech and reports it to the advertisement system as a feedback.
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Figure 8. Advertisement in Digital Signage
2.22 Lossless-Audio of users
Recently, lossless audio is becoming more popular than normal audio. With the use of inexpensive personal computers, anyone who had a computer was able to create lossless audio, which supports to play high quality audio, such as 24-bit 192KHz 2~6GB audio files. The customer requirements of lossless audio are to support a wide variety of lossless formats and dedicated high fidelity audio components, the capability to drive wide variety of earphones/headphones and to deliver high fidelity output to amplifiers. The lossless audio player supports the major lossless formats endorsed by the record labels (FLAC,WAV..). 
The contents provider can add a new or additional database system for mass audio storage devices. The database system organizes the information of Authors, title name, kind of music, such as classic, jazz, and rock. The contents providers search the database by age, income, and education level, to find people who are likely to buy their lossless audio products

The specific method to describe the lossless audio of users should be considered.
1. The contents provider request for the accessibility profile of the user who is in need of lossless audio service to the mobile audio player or smartphone or Web.
2. The database system of lossless audio is very important how to classify that audio information, such as author, title, and genre. 
3. Most smartphone manufacturers launch new handsets capable of surfing the Internet using Wi-Fi wireless and 4G technology.  If a user do not use a classified database system, when a user need to find a favourite audio file, the user will waste time searching through unnecessary files.
4. The personal contents provider makes lossless audios, using user description and various authoring tools
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Figure 9. user descriptions of Lossless Audio database
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