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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical Commission) form the specialized system for worldwide standardization. National bodies that are members of ISO or IEC participate in the development of International Standards through technical committees established by the respective organization to deal with particular fields of technical activity. ISO and IEC technical committees collaborate in fields of mutual interest. Other international organizations, governmental and non-governmental, in liaison with ISO and IEC, also take part in the work. In the field of information technology, ISO and IEC have established a joint technical committee, ISO/IEC JTC 1.

International Standards are drafted in accordance with the rules given in the ISO/IEC Directives, Part 2.

The main task of the joint technical committee is to prepare International Standards. Draft International Standards adopted by the joint technical committee are circulated to national bodies for voting. Publication as an International Standard requires approval by at least 75 % of the national bodies casting a vote.

Attention is drawn to the possibility that some of the elements of this document may be the subject of patent rights. ISO and IEC shall not be held responsible for identifying any or all such patent rights.

ISO/IEC 1‑1 was prepared by Joint Technical Committee ISO/IEC JTC 1, Information technology, Subcommittee SC 29-24, Coding of audio, picture, multimedia and hypermedia information & Computer graphics, image processing and environmental data representation.

This second/third/... edition cancels and replaces the first/second/... edition (), [clause(s) / subclause(s) / table(s) / figure(s) / annex(es)] of which [has / have] been technically revised.

ISO/IEC 1 consists of the following parts, under the general title Information technology — Coding of audio-visual objects - Computer graphics, image processing and environmental data representation:

· Part 1: Mixed and Augmented Reality Reference Model
· Part [n]:

· Part [n+1]:

· Part 1: Mixed and Augmented Reality Reference Model
· Part [n]:

· Part [n+1]:

· Part 1: Mixed and Augmented Reality Reference Model
· Part [n]:

· Part [n+1]:

Information technology — Coding of audio-visual objects - Computer graphics, image processing and environmental data representation — Part 1: Mixed and Augmented Reality Reference Model
1 Scope

MAR (Mixed and Augmented Reality) reference model aims at defining the domain of mixed/augmented reality, the main concepts, various terms and their definitions, and an overall system architecture analyzed from various viewpoints, principles on which the document will be built. MAR reference model specifies a set of minimum functions and performance levels that should be supported by an MAR system. The reference model contains a list of possible use cases and their validation with respect to the architecture proposed by the reference model. 

The reference model may apply to MAR systems independently of particular algorithms, implementation methods, computational platforms (web, cloud, stand-alone, mobile …), display systems, and sensors/devices used.

The reference model applies to various types of MAR applications and services. Such examples include (1) location based, (2) marker/image based, (3) indoor/outdoor, (4) web based, …

The reference model is intended to be used as a model architecture (information wise, computational-wise, etc.) by any MAR related standards developing organizations (SDO’s) and MAR application and service developers (if the standard will contain conformance points). It will also promote fluid communication among MAR practitioners in the field.

2 Normative references

The following referenced documents are indispensable for the application of this document. For dated references, only the edition cited applies. For undated references, the latest edition of the referenced document (including any amendments) applies.

ISO/IEC xxx
3 Symbols and abbreviated terms

List of symbols and abbreviated terms.

	MAR
	Mixed and Augmented Reality

	AVH
	Aural/Visual/Haptic

	UI
	User interface


The mathematical operators used to describe this part of ISO/IEC 0000 are similar to those used in the C programming language. However, integer divisions with truncation and rounding are specifically defined. Numbering and counting loops generally begin from zero. 
	Arithmetic operators
	+
	Addition

	
	-
	Subtraction (as a binary operator) or negation (as a unary operator).

	
	++
	Increment. i.e. x++ is equivalent to x = x + 1.

	
	--
	Decrement. i.e. x-- is equivalent to x = x - 1.
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	Multiplication.

	
	^
	Power.

	
	/
	Integer division with truncation of the result toward zero. For example, 7/4 and -7/-4 are truncated to 1 and -7/4 and 7/-4 are truncated to -1.

	
	÷
	Used to denote division in mathematical equations where no truncation or rounding is intended.

	
	%
	Modulus operator. Defined only for positive numbers.

	
	Abs( )
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	Logical operators


	||
	Logical OR.

	
	&&
	Logical AND.

	
	!
	Logical NOT.

	Relational operators


	>

	Greater than.

	
	>=

	Greater than or equal to.

	
	(

	Greater than or equal to.

	
	<

	Less than.

	
	<=

	Less than or equal to.

	
	(

	Less than or equal to.

	
	==

	Equal to.

	
	!=

	Not equal to.

	
	max [,  ,] 

	the maximum value in the argument list.

	
	min [,  ,] 
	the minimum value in the argument list.

	Bitwise operators


	&
	AND

	
	|
	OR

	
	>>
	Shift right with sign extension.

	
	<<
	Shift left with zero fill.

	Assignment


	=
	Assignment operator.


4 MAR domain and concepts
4.1 Introduction

Mixed and Augmented Reality (MAR) refers to a mixture of directly sensed and computer-generated information. Such information can include any combination of the following: aural, visual, touch, smell and taste as illustrated in Figure 1.
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Figure 1. MAR is combining a direct perception of the world and a computer mediated one.

For all the modalities enumerated above, the registration is needed between the real world and computer generated information. Figure 2 shows an example of such registration for visual data: the virtual and real camera are aligned and the visual result is a composition of a real image and graphics objects.
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	Figure 2 —Illustration of the AR registration principle for visual information.



4.2 MAR continuum 
Mixed and Augmented Reality represents a continuum that encompasses all domains or systems that use a combination of reality (e.g. live video) and virtuality representations (e.g. computer graphic objects or scene) as its main presentation medium (see Figure 3). A point in this continuu, i.e. a single instance of a system that uses a mixture of reality and virtuality presentation medium is called a Mixed Reality System. P. Milgram et al. [ref] has first coined this concept as Mixed reality Continuum in 1994. In addition, for historical reasons, “Mixed Reality” is often synonymously or interchangeably used with Augmented Reality which is actually a particular type of Mixed Reality, in other words, an instance in the continuum. In this document we use the terms together to avoid such confusion. 
The continuum is defined according to the relative mixture of the reality and virtuality representations. The continuum ranges between “All Physical, No Virtual” and “All Virtual, No Physical.” Different descriptors are given to “reality” systems in terms of the relative mixture of physical reality and virtuality. They include, among possibly many other types, the Augmented Reality, Augmented Virtuality, and even the Virtual Reality and the Physical Reality. 
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Figure 3 — The Mixed and Augmented Reality Continuum. Figure reproduced by courtesy from G. Lee [ref].

Editor note: to change the picture to include also an illustration of Augmented Virtuality.
An Augmented Reality System is a type of a mixed reality system in which the medium representing the virtual objects (e.g. video) are embedded into the medium representing the physical world. In this case, the physical reality provides more contribution to the final composition than the virtual reality. An Augmented Virtuality System is a type of a mixed reality system in which the medium representing the physical objects (e.g. video) are embedded into the medium representing the virtual world. In this case, the virtual reality provides more contribution to the final composition than the physical reality.. 
In addition to the characterization of MAR systems by the relative contributions to the final composition, MAR systems includes three additional aspects: 
(1) registration between the physical and virtual objects, 
(2) real time system performance and 
(3) two-way interactivity. 
5 Document structure

This document contains four main sections numbered from 6 to 9. The Section 6 provides hints on how the MAR Reference Model can be used to design or extent applications and services in to address MAR features. Section 7 is introducing a comprehensive list of MAR related terms. Section 8 is introducing and analyzing different aspects related to the architecture of a MAR system. Finally Section 9 provides a list of use cases. 
6 MAR Reference Model usage example
6.1 Design a MAR system that conforms with the MAR reference model
xxx 
6.2 Extending an existent application to include MAR capabilities
xxx
6.3 Extend existing standards to integrate MAR functionalities
Editor's note: Gerry for X3D extention, Marius for ARAF extention,(K) ARML extention of KML
MPEG ARAF (Augmented Reality Application Format) is based on MPEG-4 Scene Description (BIFS) and MPEG-V Sensors and Actuators. ARAF is build in consistence with MAR Reference Model blabla.
6.4 

7 Terminology
Editor's note: this section was not revised
3.1 Mixed Reality (System): A domain or any system that uses a mixture of reality and virtuality representation as its main presentation medium.
3.2 Augmented Reality (System): A type of a mixed reality system in which the medium representing the virtual objects are embedded into the medium representing the physical world.
3.3 Augmented Virtuality (System): A type of a mixed reality system in which the medium representing the physical objects are embedded into the medium representing the virtual world.
3.4 Virtual Reality (System): A domain or system that uses only virtual objects as its main presentation medium. 
3.5 Mixed Reality Continuum (Systems): A spectrum that encompass domains or systems that use a mixture of reality and virtuality representations as its main presentation medium.
3.5 Augmented Reality Continuum (Systems): A term synonymous, equivalent or interchangeable to the “Mixed Reality Continuum.”
3.6 Augmented and Mixed Reality (Systems): A casual term referring to ARC systems, excluding two extreme ends of the ARC Continuum, the physical reality and virtual reality systems. 
3.7 Virtual Object: A manifestation or rendering of a computational object. 
3.8 Synthetic Object: A hybrid object composed of or represented by two or more media forms, most typically those that are physical and virtual.
3.9 Physical/real Object: An actual physical object that exists and occupies a volume in the real world. 

3.9.1 Fiducial: A physical/real object that is purposely designed or chosen for easy recognition and augmentation trigger in an ARC system.
3.9.1.1 Marker: A special, fixed sized 2D image demarked with visual features for easy detection, tracking or recognition by an ARC system.


Figure: A typical marker used for tracking in ARC systems.
3.9.1.1 2D Image Patch: A fixed sized 2D image (planar) object. 2D image patches should possess certain image qualities such as texture and sufficient feature points to be well recognized by ARC systems.
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Figure: A typical 2D image patch used for tracking in ARC systems.
3.9.2 Natural Feature: A term referring to various primitive geometric features within a 3D space. 
3.9.2.1 Point / Location Object: A location object whose coordinate is with respect to an established coordinate system.
3.9.2.1.1 Earth referenced point: A location object whose 2D coordinate (longitude and latitude) is with respect to the Earth. 
3.9.3.2.2 Arbitrary coordinate system referenced point: A location object whose coordinate is with respect to another (reference/parent) coordinate system.
3.9.2.2 Point cloud – A set of 3D points.
3.9.2.3 Miscellaneous primitive features: Natural features aside from 3D points such as lines, faces, curves, color, as part of a fiducial or natural objects.
3.9.3 Natural Object: A term referring to various geometric objects that was not purposely designed or chosen to be used potentially as a target of augmentation in an ARC system. 
3.10 Augmentation: A general term that describes information displayed in place of or in association with a target object. The target object can be either physical/real or virtual and likewise the augmentation (e.g. target = real / augmentation = real, target = real / augmentation = virtual, target = virtual / augmentation = real, target = virtual / augmentation = virtual). 
3.11 Virtual Scene: A particular rendition (e.g. visual/aural/haptic) of a virtual environment from a particular view.
3.12 Virtual Environment/World: A collection or spatial organization of multiple virtual objects. 
3.13 Physical (Real) Scene: A particular view of a physical environment.
3.14 Physical /World/Environment: A collection or spatial organization of multiple physical objects.
3.15 Augmented World/Environment: An application of augmentation to physical or virtual world/environment.
3.16 Physical Reality: A term synonymous to physical/real world. 
3.17 Virtualized Reality: A physical reality reconstructed, mirrored in the virtual environment. 
3.18 Rendering: Taking a scene and processing it for output and human consumption in different modalities (visual, aural, haptic, etc.). 
3.19 Simulation: Representation of behaviours or characteristics of one environment/system and processing it, through the use of another system, to emulate possible events and produce resulting behaviours of the scene (eliminate?)
3.20 ARC Sub-system/Sub-module: A sub-system or sub-module critical to the functioning to overall description of a working ARC system model (eliminate?)
3.21 (ARC) Event: An occurrence of detection of a situation (relevant to ARC based content) that triggers an augmentation. 
3.22 Sensor: A device that measures a quantity in the real/virtual world and returns representation of data about the environment. 
3.22.1 Physical sensor: A physically existing sensor deployed in the real world. 
3.22.2 Virtual sensor: A computational sensor that is used in a virtual world. 
3.23 (ARC) Context: A term similar to ARC Event but one that has a broader notion of conditions or situation under which augmentation can occur (e.g. series and combinations of singular events). Also refer to the literature in the context aware computing. 

3.24 Recognition (Subsystem): An ARC subsystem that takes raw sensor output and context data as input and processes them to generates a meaningful ARC Event.
3.25 Tracking (Subsystem): An ARC subsystem that takes raw sensor output and context data as input and processes them to recognize a designated object and generate a stream or an instance of its position and/or orientation (spatial information) in 2D/3D space.
3.26 Spatial Registration: Establishing the spatial relationship/mapping between two models, typically between a computational model and the actual target object/model.
3.27 Benchmarking for ARC system: A set of procedure and criteria for evaluating an ARC system in various aspects (e.g. accuracy of registration, system performance, etc.). (eliminate?)
3.28 ARC Application (App): Software and/or hardware that use a mixture of reality and virtuality as its main presentation medium. 

3.29 ARC Content: Specified information and not directly executable material to be used within an AR application. 
3.30 ARC Content Model: An abstract model outlining the semantics and (modelling) syntax for representing an ARC content structure. 
3.31 ARC Browser: A particular type of ARC application whose main functionality is to interpret, simulate, render and display declaratively expressed ARC content.
3.32 (ARC) Real Character: A representation of a physical/real user/actor in the ARC content or system. 
[image: image9.jpg]



Figure: An example of a Real Character captured and imported into an AVR scene.
3.33. ARC Display: A class of display that allows presentation of ARC content.

8 MAR Reference System Architecture
8.1 Overview
A Mixed and Augmented Reality System (MARS) allows real time access to digital information like text, video and audio, synchronized with the end user context. A high level representation of the typical components of a MARS is illustrated in Figure 2.
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Figure 2. Components of a MARS. The central pink box is in the scope of the current Reference Model.

The "MAR Engine" has a key role in the overall architecture and is in charge of: 

· processing the content as formalized in the "MAR Scene Description" including additional media content, 

· processing the user input,
· processing the context provided by the sensors capturing the real world,
· managing the presentation of the final result (aural, visual, haptic and commands to additional actuators),

· managing the communication with additional services.
8.2 Viewpoints
In order to detail the global architecture presented in Figure 2, this reference model is considering several analysis angles, called viewpoints: enterprise, computational, information, as defined in Table 1.
	Viewpoint
	Viewpoint Definition
	Topics in MAR

	Enterprise
	This viewpoint articulates a “business model” that should be understandable by all stakeholders. This focuses on purpose, scope, and policies and introduces the objectives of different actors involved in the field.
	· Actors and their role,
· Potential business model for each actor,
· Desirable characteristics for the actors at both ends of the chain (creators and users)

	Computational
	This viewpoint identifies the interfaces between the main components of the system. It specifies the services and protocols that each component exposes to the environment. 
	· Services provided by each AR main component,
· Interfaces description for some use cases

	Information
	This viewpoint provides the semantics of information in the different components of the chain, the structure and content type as well as the information sources. It also describes how the information in processed inside each component.
	· Context information such as spatial registration, captured video and audio, … 

· Content information such as virtual objects, application behavior, user interaction management

· Service information such as remote processing of the context data

	Table 1. Viewpoints definition


8.2.1 Entreprise Viewpoint
The Enterprise Viewpoint describes the actors involved in a MARS, their objectives, roles and requirements. The actors (illustrated in Figure 3) can be classified according to their role. There are four classes of actors.
8.2.1.1 Classes of actors
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Figure 3. Enterprise viewpoint of a MARS: the actors.

Class 1: Providers of Authoring/Publishing (APA)
· MAR Authoring Tools Creator (MARATC)

· a software platform provider of the tool used to create (authoring) the MAR-enabled Application or Service (MAReAS). The output of the MAR authoring tool is called MAR Rich Scene Representation. 

· MAR Experience Creator (MAREC)

· a person that design and implements the MAR-enabled Application or Service, 

· Content Creator (CC)

· a designer (person or organization) that creates multimedia content (scenes, objects, …)

Class 2: Providers of MAR Engine components (MARE)
· Device Manufacturer (DM)

· an organization that produces devices in charge of augmentation and used as end-user terminals

· Device Middleware/Component Provider (DMCP)

· An organization that creates and provides hardware/software middleware for the augmentation device. In this category belong modules such as: 

· Multimedia player/browser engine provider (rendering, interaction engine, execution, … )

· Context knowledge provider (satellites, …)

· Sensors manufacturers (inertial, geomagnetic, camera, microphone …)

Class 3: Service Providers
· MAR Service Provider (MARSP)

· an organization that discovery/delivery the services 

· Content Aggregator (CA)

· an organization aggregating, storing, processing and serving the assets

· Telecommunication Operator (TO)

· an organization that manages the communication of information between the other actors

· Service Middleware/Component Provider (SMCP)

· An organization that creates and provides hardware/software middleware for the processing servers. In this category belong services such as: 

· Location provider (network based location services, image databases, …)

· Semantic provider (indexed image/text databases, …)

Class 4: MAR Consumer/End-User Profile (EUP)
· a person who experiences the real world synchronized with digital assets. He/she uses an MAR Rich Scene Representation, an MAR Engine and MAR Services in order to satisfy information access and communication needs. By means of their digital information display and interaction devices, such as smart phones, desktops and tablets, users of MAR hear, see or feel digital information associated with natural features of the real world, in real time.

Let us note that an MARS can be commercially exploited by several types of actors from the list above. 
8.2.1.2 Business model of MAReAS

Depending upon their role, the actors of MARS may have different business models:

· An MAR Authoring Tools Creator may provide the authoring software/content environment to MAR Experience Creator. Such tool can be from full programming environments to relatively easy to use online content creation systems.

· The Content Creator prepares a Digital Asset (text/picture/video/3D model/animation) that may be used in the MAR experience. 

· MAR Experience Creator (MAREC) will create the MAR experience in the form of MAR Rich Media Representation. He/she can associate Digital Assets with features in the real world, therefore transforming them into MAR enabled Digital Assets (MAReDA). The MAREC also defines the global/local behavior of the MAReDA. The creator should consider the performances of obtaining and processing the Context as well as performance of the AR Engine. A typical case would be the one when the MAREC will provide a set of minimal requirements that should be satisfied by the hardware/software components. 

· Middleware/component provider is the source of core enablers required for producing the MAR experience who provides key software/hardware technologies in the field of sensors, local image processing, display, remote computer vision, remote processing of sensor data. There are two types of middleware/component providers: Device (executed locally) and Services (executed remotely).

· MAR Service provider is a broad term meaning an organization that supports the delivery of MAR experience. This can be through catalogues of MAReDA or to assist in discovering the MAR Experience. 

8.2.1.3 Criteria for successful MAReAS

The requirements for the successful implementation of MAReAS are expressed with respect to two types of actors. While the end user experience for MAR should be more engaging than browsing Web pages, it should be possible to create, transport and consume MAR Rich Media Representation with the same ease as is currently possible for Web pages.
8.2.1.4 Actor requirements
MAR Experience Creator(s) requirements: 
· there should be tools for the authoring workflow for both non technical people and experts, 

· it should be possible to create indoor and outdoor MAR Experiences and it should be possible to seamlessly integrate them in an MAR Rich Media Representation,

· it should be possible to create MAR experiences independently of user location and registration technology,

· it should be possible to augment at least aural/visual senses and, in general, all the human senses, in a realistic manner,

· it should be possible to incorporate MAR Experiences in existing applications and services,

· it should be possible to connect to additional data providers, service providers, … not originally intended to be used in MAR Experiences.

MAR End-User requirements:
· accurate real-time registration of the MAReDA with real world and composition in a natural-synthetic scene, based on context (e.g. geospatial coordinates, vision, …), and

· consideration of user context in consuming the MAR Rich Media Representation (e.g. user profile, user interaction, user preference, user location, device status, …).
8.2.2 Computation Viewpoint
The Computational view concentrates on the overall interworking of a generic MAR system. It identifies processing components (hardware and software), defines their roles and describes how they interconnect. 
The user is still perceiving signals from the real world.
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Figure 3. Computation viewpoint of a MARS.

8.2.2.1 Context sensing Device

A Context sensing device is a hardware (optionally with processing capabilities) that measures a physical property and converts it into a raw (optionally processed) signal.

· Input: Real world

· Output: The raw or processed signal. Depending on the nature of the physical property, different types of devices can be used (cameras, environmental sensors, …)

8.2.2.2 Real World AV Capturer

A real world AV capturing device is a hardware/software that produces an aural/visual stream to be embedded as such into the MAR scene.

· Input: Real world

· Output: Video/audio stream

8.2.2.3 Actuator Device

An Actuator device is a hardware (optionally with processing capabilities) that produces a physical effect based on a command it receives from the MAR Engine (specifically, from the Scene Graph Engine).

· Input: Commands from the Scene Graph Engine

· Output: effect in the real world

8.2.2.4 Recogniser/Tracker
8.2.2.5 Spatial Mapper
8.2.2.6 Event Mapper

8.2.2.7 Scene Graph Engine

8.2.2.8 AVH Renderer
8.2.3 Information Viewpoint

9 Use-cases
Annex A 
SEQ aaa \h 

SEQ table \r0\h 

SEQ figure \r0\h 

MAR Annex A
A.1 Overview

Annex B 
(informative)

Patent Statements
The International Organization for Standardization and the International Electrotechnical Commission (IEC) draw attention to the fact that it is claimed that compliance with this part of ISO/IEC 14496 may involve the use of patents.

ISO and IEC take no position concerning the evidence, validity and scope of these patent rights.

The holders of these patent rights have assured the ISO and IEC that they are willing to negotiate licences under reasonable and non-discriminatory terms and conditions with applicants throughout the world. In this respect, the statements of the holders of these patents right are registered with ISO and IEC. Information may be obtained from the companies listed below.

Attention is drawn to the possibility that some of the elements of this part of ISO/IEC 0000 may be the subject of patent rights other than those identified in this annex. ISO and IEC shall not be held responsible for identifying any or all such patent rights.

	Company
	Address

	none
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