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[bookmark: _Toc338353511]Use cases
Editor’s note: The use cases are obtained from the output document from San Jose meeting and the two input documents from Geneve’s meeting. In addition, the entire Subclause is copied from “the Mobile Augmented Reality Use Cases for Standards Development Uses”. It needs to be edited to fit into this document.

[bookmark: _Toc331951942][bookmark: _Toc338353512] Introduction
The AR (Augmented Reality) is a new trend in various service areas such as advertisement, entertainment, education, and etc. in platforms such as mobile, tablet, PC, and TV. The 2D/3D graphics is integrated into the real world in order to enhance user experience and enrich information. Figure 1 shows a classic example of virtual advertisement in sports broadcasts. They usually use the sports ground or crowd as a place to overlay ads. This case is to do all augmentation before the video image is transmitted. Once it is transmitted, the viewer at home may never influence this compositing, no interaction for the user is possible unless the viewer has a direct connection to the content producer.
[image: VR_ad2]    [image: VR_ad]
Figure 1 – Virtual advertisement in sports broadcasting
AR becomes more attractive when interactivity is allowed. Mobile device provides user interface such as touch screen, and various sensors such as motion sensors, and GPS sensor by which more interactive AR service can be implemented. Mobile as a hand held device also allows user to walk around in the displayed scene at free will and composites useful information related with the location of the user. On the other hand, TV is usually one way service and has restriction on the interactivity. The free movement and thus the free selection of the angle towards the live scene are unfortunately not possible in a TV environment. However, as the Smart TV is getting popular, the internet connection is mandatory and a remote controller equipped with motion sensor enhances the user interface. Figure 2 shows an AR example with interactivity. Users can manipulate 3D objects according to the movement of marker image. Although this interactive AR is not real in the broadcasting environment yet, we expect to see this kind of service in TV soon.
[image: %C1%F5%B0%AD%C7%F6%BD%C7]    [image: C:\Documents and Settings\user\바탕 화면\mo.jpg]
Figure 2 – AR service in education
In this contribution, we propose use cases for AR blended within TV environment and requirements to support them. 
[bookmark: _Toc331951943][bookmark: _Toc338353513]Augmentation region based AR
The augmentation region is a coordinate space in the video image that 3D objects shall be overlaid. The 3D objects shall be displayed synchronized with the movement of the augmenting region. Figure 3 shows an example of augmenting region based AR. The augmenting region and its tracking information should be described beforehand because current set-top-box may not have enough power to process tracking automatically from the video stream in real time. Therefore it is necessary to prepare the trajectory of the movement and transmit the trajectory together with the video data. More over it would be possible to transmit a prepared mask, depth-information, 3D object, or other additional data such as illumination resource for natural composition of 3D objects. 
[image: ]
Figure 3 – Augmentation region based AR broadcasting

[bookmark: _Toc331951944][bookmark: _Toc338353514]Interactive AR with manipulation of the 3D object 
Enabling a user to manipulate 3D object augmented over the background video will enrich the user experience. For example a student is watching TV program about the organ of the human body. During a teacher is explaining about the functionality of each part of the human heart, 3D model of heart will show up and the student may manipulate the 3D object by handling remote controller prepared with motion sensor. Another option to manipulate 3D object is to run image recognition algorithms for tracking of the marker image. This will be possible if the cost of the set-top-box drops and more calculation power and CPU speed are available to the set top box in the near future. 
[image: ]
Figure 4 – AR with manipulation of the 3D object

[bookmark: _Toc331951945][bookmark: _Toc338353515]Choice of AR service provider 
As the users select their prefer TV channel among various broadcasting service providers, the source of AR also could be chosen by the user. This is not realized in TV environment yet however similar concept is realized in mobile environment already. Example service is “The Layar Reality Browser“ which provides various types of AR services such as location-based layers help users to find nearby locations, including cafes, shops and other businesses, as well as historical locations and monuments. Other layers let users play games within their environment, browse for clothes in a 360-degree virtual shop, or even artwork placed digitally into the real world. Users can select one of those layer services working on the Layar platform. Figure 5 shows Layar application which allow user to change layers (left image) and displays searched result based on the selected layer (right image).
[image: untitled]        [image: mo]  
Figure 5 – Layar application

In the TV environment, it is also possible to provide this kind of service. The broadcasters transmit video with the augmentation region, time, and location information but not include the actual overlay objects. Instead they provide the list of access points of AR service provider by which the users can select the AR service provider and access their overlay objects. This business model will reduce the overload to develop AR platform for each application, bring opportunity to the potential AR service providers, and provide the users the options to select qualified AR service among the various service providers.  
[image: ]
Figure 6 – Choice of AR service provider

[bookmark: _Toc331951946][bookmark: _Toc338353516]Location based AR broadcasts
Location based AR services are very popular in mobile device nowadays. Mobile devices usually have location sensor and orientation sensor. However TV does not have such sensor and the video stream is not related with the location of user’s watching point. Then what if the video stream contains the location and orientation signal obtained from the camera? TV camera equipped with location sensor and orientation sensor is already in used in AR advertisement in sports game broadcasts. Not only the advertisement, but various useful information based on the location could be possible. For example, in the golf game broadcasts with location information, the AR service provider may give the users the ground shape of the field. Another service provider gives the information about the golf club. Similarly in a tour broadcasts, location information allow user to more useful information such as transportation guidance or some restaurants nearby the place in the scene.
[image: ]
Figure 7 – Location based AR broadcasts

[bookmark: _Toc331951947][bookmark: _Toc338353517]Medical Augmented Reality
Doctors or physicians could use Augmented Reality (AR) as a visualization and training aid for medical diagnosis or health education. It may be possible to collect the 3D anatomical data and health-related information of a patient, using non-invasive sensors such as Magnetic Resonance Imaging (MRI), Computed Tomography scans (CT), ultrasound imaging, sphygmomanometer, or thermometer. These data could then be rendered and combined in real time with a view of the real patient. In effect, this would give a doctor “an anatomical vision” inside the patient (see Figure 8).
[image: C:\Users\samsung\woman_anatomy2.JPG]
Figure 8: Medical Augmented Reality
Applications for medical diagnosis or surgery should communicate with bio-sensors, which detect vital signals such as heartbeat, blood pressure, temperature. Thus, these applications may support intuitively medical health monitoring for patients. Such information also can be used for 3D virtual organ motion rendering.
Furthermore, medical AR applications may receive the 3D dense objects, which represent patient’s organs. For realistic modeling and rendering, virtual organ data may consist of several millions of triangles, high resolution textures and animation. However, these data cannot be transmitted in real time under the limited network resources. Thus, the compression method for 3D object should provide efficient RD (Rate vs. Distortion) performance and spatial/quality scalability.
In addition, these applications may support the 3D compact description of a real world image/video for the interaction (including the photo-realistic rendering) between virtual objects and the real world. The 3D scene description should have compactness, simplicity, and stability of representation for the real-time application.
The overall process for the medical augmented reality can be summarized as follows (see Figure 9):
1. Sensors detect the medical information and send it to an AR system
2. Devices such as camera capture the real world image/video
3. A server for compressed 3D graphics data send virtual organ data including animation
4. The AR system creates 3D compact scene description from the real world image/video
5. The AR system decompresses the compressed virtual organ data.
6. With the 3D compact scene description, the AR system renders the decompressed virtual organ realistically.
7. Using the AR system, users can interact with virtual organ and create events.

[image: ]
Figure 9: Overall process of medical augmented reality system

[bookmark: _Toc331951948][bookmark: _Toc338353518]Mobile Mixed Reality/Augmented Reality Games use case
In the gaming area, AR/MR offers unique opportunities. Unlike with traditional video games, these games are not imprisoned onto the screen but interact with the real world. They incorporate real locations and objects into the game, therefore tapping into already existing thoughts and emotions of the player, which in turn creates a potentially much richer gaming world and experience. Mobile AR/MR Gaming even goes a step further as the playing area becomes borderless and games can be played literally anywhere and anytime. With the current advancement of modern cell phone technology, we are identifying the potential of Mobile AR/MR Games being played by anyone.
There is no unique use case of MR/AR games, each kind of game being a use case by itself. We are providing here an analysis of the recent MR/AR games indicating the associated reference. Figure 10 illustrates some examples of games in MR/AR.
[image: Description: A description...] [image: figure2] [image: ] [image: ]
Figure 9: MR/AR Game examples. 

[bookmark: _Toc331951949][bookmark: _Toc338353519]Tidy City
Overview
Tidy City is a slow-paced location-based game for single players. In the game, riddles need to be collected at real world locations and brought to the real world locations they allude to.

Example of Play
Clarissa is walking around the Old Town of Cologne. She checks her smartphone running Tidy City, shakes her head and then looks around. She has just picked up the last riddle in front of the cathedral and cannot make anything out of it. “Love is a bridge, and Niklas and Verena are no exception, but theirs was just beginning.” In addition to this clue, her smartphone also displays an image of a lock to her with both names engraved (Figure 1, left). If Clarissa manages to solve this riddle and find the right spot, she will have solved the Old Town Cologne mission. If she just had an idea…

[image: ][image: ]
Figure 1: An image used as a clue (left) and the real world location for solving the riddle (right).

Clarissa continues walking around the area still thinking about the clue. She arrives at the banks of the river Rhine and notices a bridge in the distance. Maybe the “love is a bridge” part of the clue refers to a real bridge! Quickly she walks towards the bridge and when she is starting to cross it she suddenly sees hundreds of similar locking locks attached to the railing (Figure 1, right). Somewhere there must be the lock she is looking for! However, finding the right lock amidst all these others will probably not be too easy, so she takes another look at the clue: “but theirs was just beginning”. Maybe this part does not refer to their love but instead to the bridge? This would mean the lock is somewhere near the beginning of the bridge… And indeed, right at the start she finds Niklas and Verena. Clarissa presses the “solve” button for the riddle and is rewarded with points and a notification that she has finished the mission. She checks the highscore list and satisfyingly sees herself on top. Maybe she will now create a mission herself?

Detailed Description

When starting the game and after logging in, the player selects a suitable mission. The missions are displayed on a map showing their location. A mission has a name and a short description. After the player has chosen a mission all necessary data (including images) is downloaded to the device.

When the game starts, the player is presented with a map of the surroundings. It is possible to zoom in and out, move the map around, switch the layout between satellite imagery and stylized graphical representation and the current position of the player is displayed (Figure 2, left). Depending on the mission chosen, orange icons are displayed on the map. These icons represent the riddles. When the player taps on such an icon, more information about the riddle is displayed. When the player is still far away this information only consists of the name, the difficulty level (very easy, easy, normal, hard, very hard) and the category of the riddle (building, monument, nature, place, shop, restaurant, leisure, virtual object, other). The category is also reflected in the icon itself, so that there are nine different types of icons.

If a player is inside a 10m radius to the riddle (measured via GPS), the riddles displays additional information: a descriptive text and an image (Figure 2, middle). The player can also now pick-up the riddle and add it to his inventory which will gain him 1 point.

By combining clues from the different information provided by the riddle, it is now the task of the player to find the real world location where the riddle belongs. The player is free to collect additional riddles at all times during the game, i.e. there is no forced order of play.

[image: tc1][image: tc2][image: tc3]
Figure 2: Map view showing riddles and the player's location (left); information displayed when viewing a riddle (middle); player at the correct position for solving the riddle (right).

When the player is at a location that he considers being the right one, he can try to solve the riddle by pressing a button (Figure 2, right). GPS is again used to evaluate whether the player is close enough to the correct location (10m radius). If correct, the player gains points for solving the riddle depending on its difficulty level (5, 10, 20, 50, 100, 200). If not correct, the player loses 1 point, but can try again to solve the riddle at any time.

After collecting a riddle it disappears from the map view and is added to the player’s inventory which he can access at any time. When a riddle is successfully solved, a light green icon appears on the map marking the correct position of the riddle.

The player also has access to a high score list which displays all scores by all players that have played (or are currently playing) the current mission. Anytime a player interacts with a riddle in a way that affects the score, the new score is uploaded to a server, so that it can be relayed to other players of the game. 

The detailed use case
Create a Tidy City Mission
Actors
	Actor
	Description

	MyMultimediaWorld Authoring tool interface
	The authoring tool must be available via the website mymultimediaworld

	Browser
	Interface used by the game mission creator to create the mission

	Game mission creator
	Person (can be the player or not) that will create the mission, that is the play instance.



Initiator
Game mission creator

Preconditions
· Tidy City Authoring Tool is available
· Authentications is made in MyMultimediaWorld.com

Main Flow
	Use Case 3

	Name: User creates a Tidy City mission

	

	Step
	System Actor Action
	System Response

	1
	Creator inspects the surroundings
	No interaction with the 

	2
	Creator takes the needed resources that are tideup with a location and creates the riddles
	Pictures are saved in mymutlimediaworld

	3
	Creator access mymultimediaworld game creation page
	The system asks for identification

	2
	Creator authenticates itself
	The system goes to Authoring tool main page

	3
	Creator access Tidy City authoring tool
	System displays current missions and offers possibility of new mission

	4a
	Creators creates a new mission
	System allows the edition

	4b
	Creator access existing mission 
	System display the mission page with its characteristics

	5
	Creator edits mission
	System displays the editing mode

	6
	Creator defines the object associating it to a category, defines the difficulty, the riddle, the “wrong” location and the solution (location).
Note: There is no limitation to the number of objects
	The location of the riddle and its solution is place on the map importing the asset information.
The system saves the mission





[image: ]
TC game creation use case diagram





Playing the Tidy City Game

Actors
	Actor
	Description

	MyMultimediaWorld Authoring tool interface
	The authoring tool must be available and working for the 

	Browser
	Interface used by the game mission creator to create the mission

	Gamer
	Person playing the game



Initiator
Gamer

Preconditions
· Authoring Tool is available
· Authentications is made in MyMultimediaWorld.com
· Gamer has the ARAF player installed in his Smartphone
· The Smartphone has GPS integrated

Main Flow
	Use Case 4

	Name: User plays a Tidy City mission

	

	Step
	System Actor Action
	System Response

	1
	Gamer access mobile phone ARAF player
	System ask for authentication

	2
	Gamer authenticates himself
	The system connects to the server and confirm authentication
Success: The system give access to AR games
Failure: The system ask to restart

	3
	Gamer selects a mission
	The system go to the mission page

	4
	Gamer inspects the surroundings and encounter a misplaced object
	The system display the riddle

	5
	Based on the answer to the riddle, the Gamer solve the riddle and goes to the good location.
	The System recognizes the location and a pop up window appear asking if the gamer wants to drop the object.
If the position is the one corresponding to the object it add a point




[image: ]
Playing TC game use case diagram
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Overview
Portal Hunt is a fast-paced location-based augmented reality game for teams of players. The players encounter so-called portals in the environment that they need to collect (see Figure 3). The portals have different movement patterns which makes this process more difficult. In addition, some portal can only be collected when all members of the team co-operate.

Example of Play
Team Red consisting of Miriam, Paul and Daniela has tracked down some portals in a small park and are checking them out in the augmented reality view. At first the three portals they see seem to be stationary but then they suddenly disappear only to reappear a few seconds later at a different location. By observing them a while longer they notice that the portals disappear every 15 seconds which does not give them a lot of time to capture them. The first two portals are caught rather easily however as they only require one player to physically walk into the portal to collect it. The last one is trickier as all three of them need to surround the portal and then at more or less the same time need to activate the capture mode on their devices. The first attempt fails as Paul did not manage to get fast enough to the other side of the portal, but the second try is successful.

[image: portal_wide]
Figure 3. Conceptual image showing one team approaching a portal.

Team Blue in the meantime has spotted another portal but it is seemingly floating above a lake. Jane, Barbara and Kim are unsure on how to proceed. They certainly will not swim towards the portal as that seems too dangerous for their smartphones. Kim scans the environment and finds a small rowing boat hidden behind some reed. It seems like all of them have to get on board as this type of portal can only be caught when all players enter it at the same time. To make matters worse, the portal is also not standing still but slowly moving around the lake. The three of them start rowing and by analyzing the movement pattern of the portal they manage to get the boat to a spot which the portal regularly passes. And indeed, they manage to catch it!


Detailed Description

In order to play the game, players need to join a game session and a team. When the game has started, the players can see a map view on their devices which shows the position of any portals in the vicinity. In addition to that the players can also switch to a camera view, to show an augmented reality representation of the portals. Positioning is done via GPS.
Portals have different characteristics that apply to their movement behavior and the method that has to be used to successfully catch them. They also have a point value assigned that is added (or subtracted) to the team’s score when the portal is caught.
[image: playing_2][image: ][image: IMG_6280]
Figure 4: Map view showing the location of portals (left); portal displayed when viewing in AR (middle); players surrounding a portal (right).

The movement characteristics are:
· Stationary: The portal always stays at a fixed position
· Moving: The portal moves along a predefined path at a predefined speed. The path is a closed loop.
· Teleporting: The portal stays at a fixed position for a specific amount of time and instantaneously moves to another position (and then another etc.). After the last specified position the portal teleports back to the first position and the cycle repeats itself

The catching characteristics are:
· OneInside: Any one player of a team needs to walk inside a portal to catch it. These portals are colored green.
· AllInside: All players of a team need to be inside a portal at the same time to catch it. These portals are colored yellow.
· Surround: All players of a team need to position themselves around the portal in equal distance to each other and maximum distance from the portal. They all need to trigger the catch by pressing a button almost simultaneously. These portals are colored red.
· NoCatch: These portals cannot be caught. Instead, if any player comes too close, the team loses a certain amount of points. These portals are colored black.

The players also have access to an overview screen that shows the current points of all teams participating in the session. If all portals have been caught (or a time limit is reached) the game ends.

The detailed use cases
Create a Portal Hunt Mission

Actors
	Actor
	Description

	MyMultimediaWorld Authoring tool interface
	The authoring tool must be available via the website mymultimediaworld

	Browser
	Interface used by the game mission creator to create the mission

	Game mission creator
	Person (can be the gamer or not) that will create the mission, that is the play instance.



Initiator
Game mission creator

Preconditions
· Portal Hunt Authoring Tool is available
· Authentications is made in MyMultimediaWorld.com

Main Flow
	Use Case 1

	Name: User creates a Portal Hunt mission

	

	Step
	System Actor Action
	System Response

	1
	Creator access mymultimediaworld game creation page
	System asks for identification

	2
	Creator authenticates itself
	System goes to Authoring tool main page

	3
	Creator access Portal Hunt authoring tool
	System displays current missions and offers possibility of new mission

	4a
	Creators creates a new mission giving the name and the description
	System allows the edition

	4b
	Creator access existing mission 
	System display the mission page with its characteristics

	5
	Creator edits mission
	System allows the edition

	6
	Creator choose the game zone (playground) by clicking on the map what corresponds to the center of the zone, the radius going to 1km to 10km, and the name of the mission.
Note: The Creator can “navigate” in the map to find the place corresponding to the game.
The Creator gives a name to the object and determine its behavior
	The System displays the map is display and allows saves the zone

	7
	The Creator access portal creates the different elements (that is the portals).
	System allows edition and save the changes



[image: ]
PH game creation use case diagram





Playing the Portal Hunt Game

Actors
	Actor
	Description

	MyMultimediaWorld Authoring tool interface
	The authoring tool must be available and working for the 

	Browser
	Interface used by the game mission creator to create the mission

	Game mission creator
	Creator of the mission (can be the gamer)

	Gamer
	Person playing the game



Initiator
Game mission creator / Gamer

Preconditions
· Authoring Tool is available
· Authentications is made in MyMultimediaWorld.com
· Gamer has the ARAF player installed in his Smartphone
· The Smartphone has GPS integrated


Main Flow
	Use Case 2

	Name: User plays a Portal Hunt mission

	

	Step
	System Actor Action
	System Response

	1
	Creator access mymultimediaworld game creation page
	The system asks for identification

	2
	Creator authenticates
	The system access AT page

	3
	Creator access Portal Hunt authoring tool
	The system give access to the different components of the mission

	4
	Creator set the teams of the mission
	System gives up to 3 teams per session

	5
	Creator enables mission to be played
1. Stops the mission (if not stopped)
2. Reset the mission
3. Starts mission
	System stop, reset the portal and start new mission


	6
	Gamer access mobile phone GPAC application
	System ask for authentication

	7
	Gamer authenticates himself
	The system connects to the server and confirm authentication
Success: The system give access to AR games
Failure: The system ask to restart

	8
	Gamer selects a session
	System go to the session page

	9
	Gamer join a team
	System starts the game


	10
	Gamer stats playing:
Gamer move around to catch spheres:
· Green: Catch One sphere
· Red: Catch All sphere
· Yellow: Trap sphere
[image: 2_map_view_with_all_kind_of_spheres_displayed]
Select Status  tab for individual achievement
Select Leader tab for leader board (team achievement)
Select Camera tab for AR view
	System communicates constantly with the server to give the information about the game and the score.




[image: ]
Playing PH game use case diagram



[bookmark: _Toc331951951][bookmark: _Toc338353521]ARQuiz
Overview
The ARQuiz is an augmented reality game for mobile devices, fully implemented by using MPEG technologies. Like any quiz, the game consists in answering questions over a given period of time. Unlike a traditional quiz, in order to solve ARQuiz, one has to search for the answers in the physical space. Just look around and, through the camera view of your phone, you’ll see virtual hints embedded in the reality. Go next to one hint, collect it and read the story; the answer is between the lines... 

Example of Play
Bianca, Daniel and Bogdan are attending the 100th MPEG meeting. While doing their registration, they get a flyer about the ARQuiz, an augmented reality game based on MPEG technologies. As they want to test their knowledge about the MPEG life they think it is an excellent idea to take the MPEG100 ARQuiz. They just have to download the ARAF player and game into their Android mobile phones to get started. The first question appears… Bianca does not know the answer and tries to see what Bogdan is answering but they don’t have the same question! Bianca tries then to discover the answer by looking for a hint (under a story format). She takes a look at the map view where the stories are located and starts walking towards one of them. Once there, on her screen a story appears. But it’s not helping her; it’s not related to the question. She switches then to camera view and now she can see floating numbers embedded in the real word. She finds the right number and heads towards it. Once she is close enough to the number the story pops up magically into her screen… Bingo! Bianca can now answer the question and continue the quiz. She got a total of 40 points. Daniel was not so lucky; he could not finish the quiz on time as he never found the story of the third question. He was too busy following the rabbit that appeared trough the camera view….
[image: ][image: ]
Figure 5. Playing the MPEG100 ARQuiz


Detailed Description
In ARQuiz, each question has an associated story. In order to get more information about the subject, the players must explore the surroundings using their mobile devices. A map overview shows the game area and the location of all the hints. In AR view mode, the hint positions are illustrated as 3D models embedded in the real world. Once close enough to the hint location, a story will pop up. 
After reading the story, the user can display again the question and answer it or he can look for another story. 

[image: ][image: ]
Figure 6: Map view showing the location of stories (left); 3D models of the stories when viewing in AR (right).

Authoring the game
ARQuiz is a novel approach in addressing augmented and mixed reality applications. It is entirely based on a formalism, called ARAF - Augmented Reality Application Format - currently under development in MPEG, that is combining concepts and implementations from MPEG-4 and MPEG-V to create a dynamic, and interactive engaging learning experience.  Therefore, the game becomes content and authoring it is as easy as creating content.
A web-based authoring interface allows anyone to create his own ARQuiz. Just select a location where your game should take place and input the number of questions you want to create. For each question, insert the possible answers (text or images), the location of the hint and its story. It is also possible to populate the real world with 3D graphics objects, visible in AR mode.

The detailed use case
Create an AR Quiz

Actors
	Actor
	Description

	MyMultimediaWorld Authoring tool interface
	The authoring tool must be available via the website mymultimediaworld

	Browser
	Interface used by the game mission creator to create the mission

	Game mission creator
	Person (can be the gamer or not) that will create the mission, that is the play instance.



Initiator
Game mission creator

Preconditions
· ARQuiz Authoring Tool is available
· Authentications is made in MyMultimediaWorld.com

Main Flow
	Use Case 5

	Name: User creates a ARQuiz game

	

	Step
	System Actor Action
	System Response

	1
	Creator access mymultimediaworld game creation page
	System asks for identification

	2
	Creator authenticates itself
	System goes to Authoring tool main page

	3
	Creator access ARQuiz authoring tool
	System displays current quizs and offers possibility of new quiz

	4a
	Creators creates a new quiz giving the name, the description and the instructions
	System allows the edition

	4b
	Creator access existing quiz 
	System display the mission page with its characteristics

	5
	Creator edits quiz
	System allows the edition

	6
	Creator determines the location of the question, input the text, the images and the associated answers (specifying which is the right answer) and the question story (hint)
There is no limitation in the number of questions
	Systems saves the changes and proposes 3D objects as part of the background

	7
	Creator exports the game
	System creates the MPEG file



[image: ]
ARQ game creation use case diagram

Playing the ARQuiz Game

Actors
	Actor
	Description

	MyMultimediaWorld Authoring tool interface
	The authoring tool must be available and working for the 

	Browser
	Interface used by the game mission creator to create the mission

	Gamer
	Person playing the game



Initiator
Gamer

Preconditions
· Authoring Tool is available
· Authentications is made in MyMultimediaWorld.com
· Gamer has the ARAF player installed in his Smartphone
· The Smartphone has GPS integrated


Main Flow
	Use Case 6

	Name: User plays an ARQuiz game

	

	Step
	System Actor Action
	System Response

	1
	Gamer download the game
	System launches the ARAF player

	2
	Gamer enters his name
	System displays the question

	3a
	Gamer knows the answer 
	No interaction with the system

	3b
	Gamer does not the answer, in order to get more information about the subject, the players must explore the surroundings using their mobile devices
	A map overview shows the game area and the location of all the hints. The hint positions are illustrated as 3D models floating in the real world. Once close enough to the hint location, a story will pop-up.

	4
	Gamer answers the question
	A noise will be produced indicating if the answer was wrong or right
System displays following question

	5
	Gamer finishes the quiz
	System gives the score (computation of the time and number of correct answers)



[image: ]
Playing ARQ game use case diagram




[bookmark: _Toc331951952][bookmark: _Toc338353522] Augmented reality for remote laboratories
Augmented Reality and, in general, Mixed Reality combines the real world with a virtual scene and creates an immersive and interactive real-time environment. The possible applications are almost limitless and encompass areas like learning, architecture or industrial production. Over the last decade, part of the researches conducted in the field of Online Engineering aimed at controlling real remote appliances over the Internet. Such researches were supported by:

· The industry, for computer-supported maintenance and remote control of processes in the distributed enterprise
· Research institutes, to share expensive devices, mandatory for specific research, yet under-used in term of frequency over the year,
· Distance learning curriculum.

In distance learning, lectures, exercises or projects are easily brought online. It is more difficult with practical laboratories. Meantime, they are a compulsory learning material in engineering studies, since they give students practical skills and know-how. Bringing laboratories online aims at offering learners the possibility to manipulate appliances from different locations. It allows reducing geographical laboratories constraints: ”If you cannot come to the lab, the lab will come to you” [1].
	Figure 1 shows a spectrum analyzer. It is a measurement device dedicated to display different frequencies contained in a signal with their respective magnitudes. Signal can be from different natures: electrical, optical, sound or radio-electrical. In engineering studies, such device is unavoidable.

[image: Macintosh HD:Users:benjaminjailly:Documents:These:Soumission:Papers:papers:MTDL 2011:Laboratory.jpg]
Figure 1. A Spectrum Analyser

At the Pervasive Computing area, Remote Laboratories are expected to be accessible anytime and anywhere. This is enforced in distance curriculum with different time zones for students, tutors and instrument locations. With the increase of mobile devices computing capabilities, remote devices should be controlled with any kind of terminals able to display multimedia content.

A lot of frameworks for building Remote Laboratories were proposed during the last decade in the literature. Most of them rely on the same architecture: the device to control, a local machine connected to the device, a middleware and a client application for interacting remotely [2]. Web forms are usually used to post experiment parameters. 
On the device side, some standardization efforts already exist. The IVI standards[footnoteRef:1] define instrument classes such as Oscilloscope, Spectrum analyzer, Switch, etc., in order to provide interchangeability between instruments of different constructors. The hardware functions, once designed for a class of instrument, are fully compatible with other instruments of the same class, assuming they are IVI compliant. It is not the case for the client side. [1:  http://www.ivifoundation.org] 

Online laboratories designers need to represent feedbacks from the controlled device, after passing commands for instance. Two approaches are generally employed for commands feedbacks. The first one consists in representing the feedbacks from the device, such as graphs, charts, comments etc., as a software component in the Web form. This approach gives the advantage of easily representing the device's feedbacks. The second approach consists in capturing the device itself with a camera and presenting the feedbacks as a natural video in the Web form. The first approach seriously lacks faithfulness of the device's Human Machine Interface (HMI), and the second one entails deploying several technologies to ensure content management (images/videos/graphics/scripts/metadata). Moreover, the hard taste of HCI construction is a story deadlock for remote laboratories development due to resources costs.
Augmented Reality is a view of a real scene where computed information is added. Added Information can be textual, sound, graphics, etc. It can improve the representation’s fidelity of Remote Laboratories. Seeing the real scene and interacting with it, i.e. the remote device, leads in having a better comprehension of the manipulated device and improves the “sense of being there”, which is an utmost issue in distant learning [3].
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