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[bookmark: _Toc322799086]Introduction

Digital information is ubiquitous. It refers to anything of interest to those who create content (authors) and their audiences, the consumers of information. Some content and subjects of interest refer to and/or are associated with people, places and objects in the physical world. Content that refers to or is associated with people, places and objects in proximity to a user can be of particularly high value for decision-making, learning or entertainment. 

Augmented Reality is a term that describes a suite of technologies and systems permitting users to “consume,” via their sense of vision, auditory perception or other means (e.g., haptic), the data (aka digital information stored as bits), in close association with their environments. With Augmented Reality, the digital data is synchronized with people, places or objects on which the user has elected to focus full or partial attention. 	Comment by l00201422: Context and environment are used interchangeable, we propose to use context only.

The use of one or more sensors to detect the user’s context and the focus of a user’s full or partial attention are key elements in Augmented Reality when the result of that detection and subsequent processes can be described as an “annotation” of the physical world with digital data. 	Comment by l00201422: Propose to change the word to augmentation

People can benefit from Augmented Reality-enhanced “experiences” to achieve an unlimited number and types of objectives. Due to the infinite range of potential content and targets, users and objectives, a framework for communication and to establish common understanding is necessary.

The purposes of the Augmented Reality Reference Model include:
· Basis for coordinating activities and understanding of the AR community and technology
· Provide insight into current state of AR 
· Communications between acquirers and developers of technology
· Input to component design and development
· Resource for defining application specific architectures.
· Allow coordinated development of standards relevant to AR

The Augmented Reality Reference Model 
· defines an authoritative basis that outlines the set of principles, terms and their precise definitions, a generic model of mixed/augmented reality system and its components and interfaces. 
· provides the basis for deriving the contents model, its proper abstraction level and required components. 	Comment by l00201422: New phase, use “AR documents” instead

The Augmented Reality Reference Model is
· Independent from algorithms such as 
· Recognition/tracking, Rendering, …
· Independent from sensors used such as
· Camera, RFID, Kinect, Marker based, Image patch based, …
· Independent from terminals and infrastructure used such as	Comment by l00201422: No example of infrastructure is given.
· Desktop, mobile, 
· Projection, HDM, holography


[bookmark: _Toc330307158] Scope
The Augmented Reality Reference Model (ARRM) identifies and describes the “concerns” from four separate views: Enterprise, Information, Computational and Engineering.  The user’s position and point of view (orientation in space) are not fixed in time, although at any point in time the position relative to real world is known and can be constant (unchanging). 

The ARRM scope concentrates on audio/visual augmentation with digital assets of the user’s live auditory and visual perceptions of the real world. The perception of the real world can be “direct” or “indirect.” 	Comment by l00201422: Remove “audio/visual” and “auditory and visual”

Direct perception is when user perceives the real world using one of his five senses. Indirect perception is when the user is assisted by additional hardware and/or software to transform signals from the real world conditions into stimuli. 	Comment by l00201422: Better to explain that the direct way is that a user perceive AR experience through a see-through device.


[bookmark: _Toc330307159]References
ISO/IEC 23000-13 ARAF …
[bookmark: _Toc330307160]Augmented Reality Reference Model
Editor’s note: The system architecture of the reference model is added, the diagram needs to obtain more visibility.
Reference Model Concepts

Several standards are available for defining a Reference Model. These include IEEE 1471, DODAF, TOGAF and Zachman. The ARRMis based on the ISO/IEC 10746-1 standards for Open Distributed Processing (RM-ODP). The model specifically calls for separation of concerns into 5 viewpoints (as illustrated in Figure 1): Enterprise, Information, Computational, Engineering and Technology. The following sections describe in details four of the five views, the "technology" view being out of the scope of this standard. 


[image: ]
[bookmark: _Ref176924757]Figure 1 – RM-ODP Viewpoints (do the same picture with different colors)
AR RM Introduction

An Augmented Reality System (ARS) allows real time access to digital information like text, video and audio, synchronized with the end user context.
A high level representation of the typical components of an Augmented Reality System is illustrated in Figure 2.
[image: ]	Comment by l00201422: Propose to add two other boxes
Figure 2. Components of an ARS. 

Let us note the key role of the "AR Player", a component in charge of 
- processing the content as formalized in the "AR Document" and media content provided by the "Media Servers", 
- processing the user input, 
- processing the input provided by the sensors capturing the "Context",
- managing the presentation of the final result (audio, video and other commands to additional actuators),
- managing the communication with additional services located at "Service Servers".

This document presents four viewpoints as specified in Table 1.
[bookmark: _Ref176924834]Table 1 – Viewpoints in the ARRM
	Viewpoint
	Viewpoint Definition
	Topics in ARRM

	Enterprise
	This viewpoint articulates a “business model” that should be understandable by all stakeholders. This focuses on purpose, scope, and policies and introduces the objectives of different actors involved in the field.
	· Actors and their role
· Potential business model for each actor
· Desirable characteristics for the actors at both ends of the chain (creators and users)

	Information
	This viewpoint provides the semantics of information in the different components of the chain, the structure and content type as well as the information sources. It also describes how the information in processed inside each component.
	· Context information such as spatial registration, captured video and audio, … 
· Content information such as virtual objects, application behavior, user interaction management
· Service information such as remote processing of the context data

	Computational
	This viewpoint identifies the interfaces between the main components of the system. It specifies the services and protocols that each component exposes to the environment. 
	· Services provided by each AR main component
· Interfaces description for some use cases

	Hardware/Software Components
	This viewpoint identifies hardware/software components as well as their interfaces with the rest of the system.  
	· Engineering components such as cameras, GPS, rendering engine, …
· Device internal interfaces
· Data coding formats



In order to remain independent of all technological implementations and approaches, the current AR RM is limited to the four viewpoints described in Table 1 above. References may exist to existent technologies and standards, however they are named only to support the explanation.
Usage of the ARRM: 
1. formulate the requirements with respect to business cases and actors using the Enterprise Viewpoint
2. Translate the requirements into information flows by using the information and computational viewpoints, leading to design of storyboard (revise this word) of the ARS.
3. Translate this design into required hardware and software component and interfaces. 
Enterprise Viewpoint for AR-RM

The Enterprise Viewpoint describes the objectives, policies and requirements of the concerned Augmented Reality System. The requirements and policies of the system are derived from the parties involved. The actors (illustrated in Figure 3) can be classified according to their role.  There are four classes of actors.
[image: ]
Figure 3. Actors of an ARS

Class 1: Providers of Authoring/Publishing (APA)
· AR Authoring Tools Creator (ARATC)
· a software platform provider of the tool used to create (authoring) the AR-enabled Application or Service (AReAS). The output of the AR authoring tool is called AR Document. A software platform provider may include “SDK”s 
· AR Experience Creator (AREC)
· a person that design and implements the AR-enabled application / AR Service behavior, 
· Content Creator (CC)
· a designer (person or organization) that creates multimedia content (scenes, objects, …)

Class 2: Providers of AR-Enabled Player components (AReP)
· Device Manufacturer (DM)
· an organization that created the device used as end-user terminal, in charge of AR-enabling the augmentation
· Device Middleware/Component Provider (DMCP)
· An organization that creates and provides hardware/software middleware for the augmentation device. This is at the experience “consuming” stage.  In this category belong modules such as: 
· Multimedia player/browser engine provider (rendering, interaction engine, execution, … )
· Context knowledge provider (satellites, …)
· Sensors manufacturers (inertial, geomagnetic, camera, microphone …)

Class 3: Service Providers
· AR Service Provider (ARSP)
· an organization that discovery/delivery the services 
· Content Aggregator (CA)
· an organization aggregating, storing, processing and serving the assets
· Telecommunication Operator (TO)
· an organization that manages the communication of information between the other actors
· Service Middleware/Component Provider (SMCP)
· An organization that creates and provides hardware/software middleware for the processing servers. In this category belong services such as: 
· Location provider (network based location services, image databases, …)
· Semantic provider (indexed image/text databases, …)

Class 4: AR Consumer/End-User (EU)
· a person who experiences the real world synchronized with digital assets, the AR user uses an AR Document, an AR Player and AR Services in order to satisfy information access and communication needs. By means of their digital information display and interaction devices, such as smart phones, desktops and tablets, users of Augmented Reality hear, see or feel digital information associated with natural features of the real world in real time.

Let us note that an AR system can be commercially exploited by several types of actors from the list above. 
Business model of AReAS

Depending upon their role, the actors of ARS may have different business models.

· An AR Authoring Tools Creator may provide the authoring software/content environment to AR Experience Creator. Such tool can be from full programming environments to relatively easy to use online content creation systems.
· The Content Creator prepares a Digital Asset (text/picture/video/3D model/animation) that may be used in the AR experience. 
· AR Experience Creator will create the AR experience in the form of AR Document. He/she can associate Digital Assets with features in the real world, therefore transforming them into AR enabled Digital Assets (AReDA). The AREC also defines the global/local behavior of the AReDA. The creator should consider the performance of obtaining and processing the Context as well as performance of the AR Player. A typical case would be the one when the AREC will provide a set of minimal requirements that should be satisfied by the hardware/software components. 
·  Middleware/component provider is the source of core enablers required for producing the AR experience who provides key software/hardware technologies in the field of sensors, local image processing, display, remote computer vision, remote processing of sensor data. There are two types of Middleware/component providers: Device and Services.
· AR Service provider is a broad term meaning an organization that supports the delivery of AR experience. This can be through catalogues of AReDA or to assist in discovering the AR Experience. 



 
Criteria for successful AReAS
The requirements for the successful implementation of AReAS are captured with respect to two types of actors. While the end user experience for AR should be more engaging than browsing Web pages, it should be possible to create, transport and consume AR Documents with the same ease as is currently possible for Web pages.

AR Experience Creator(s) requirements: 
· there should be tools for the authoring workflow for both non technical people and experts, 
· it should be possible to create indoor and outdoor AR Experiences and it should be possible to seamlessly integrate them in an AR Document,
· it should be possible to create AR experiences independently of user location and registration technology,
· it should be possible to augment at least aural/visual senses and, in general, all the human senses, in a realistic manner,
· it should be possible to incorporate AR Experiences in existing applications and services,
· it should be possible to connect to additional data providers, service providers, … not originally intended to be used in AR Experiences.

AR End-User requirements:
· accurate real-time registration of the AReDA with real world in a composed scene, based on context (e.g. geospatial coordinates, vision, …), and
· consideration of user context in consuming the AR Document (e.g. user profile, user interaction, user preference, user location, device status, …).	Comment by l00201422: Not necessary cause it is a very special requirement in visual AR experience.
AR User Scenarios 

Use cases for AReAS are very heterogenous and numerous. In order to facilitate the understanding of AR requirements, this AR Reference Model defines three categories of use cases, called AR User Scenarios. 	Comment by l00201422: The relationship between user cases and users scenarios is not clear. 	Comment by Christine Perey: During Geneva meeting we propose to change the name of the Annex section to “AR Experience Examples” and to keep the Use Case and User Scenarios as the terms are used here. 

Each category of use cases is composed of a “core use case” and many possible permutations. The category description includes the most simplified use case and short descriptions that show how the “core use case” can be adapted to multiple vertical markets and may be extended to support new features.

All use cases have the following attributes in common. They can be can be based on any local and/or remote sensors. They can be sequential or non-linear, single or multi-user. 
[INSERT FIGURE HERE] 

In the description of the AR User Scenario, there is not a detailed (or any) specification of the user’s device in order to keep it sufficiently broad to be used from any device with the sensors and processing ability to complete the tasks requested when the AR Experience is consumed by the end user. In other words, it doesn’t matter if the user has a tablet, a smartphone, a heads-up display with connection to a local processing unit. There are no references made to where and how much data is stored for the completion of the use case. Some standards directly concerned with the connectivity and communications between the devices and information sources, may need to specify additional use cases.

The Guide Category

The simplest and most fundamental use case is one in which the real world provides a user interface for a person who is asking simple questions, most often a series of questions that lead to the successful learning, completion of a task or arrival at a destination. 

The emphasis of a guide is on a point of interest and usually a process (step by step sequence). In the Guide Category, the user points the device at a target (or in a direction) and queries the system to select the question that the user wants to answer or address. 

Use cases in the Guide Category may have one or more users (multi-user guide scenarios could be valuable for learning, training, as well as professional applications).
Geo-position Guide Use Case

The user is of any age, gender or cultural background. The user is new to a particular location. The purpose of the user’s arriving at the site is to explore cultural heritage. In advance, using the latest technologies, the site’s management has created interactive experiences for mobile AR platforms using historical information in one or more of these formats: text, sounds (speech), images, 3D models and animations.

The user’s geospatial position and the user’s orientation are determined (method is not relevant). Given the position and orientation, the system welcomes the user to the site. The system may prompt the user to determine some user preferences. The system can prompt the user to enter demographic data (age, gender, origin) that can be used for selection of preferred tour. In addition, based on preferences, the system can operate only with audio, with audio+video, with 3D models or only with text labels. The system only proposes to the users those options that are supported by the user’s device.

The system also prompts the user to determine the level of interest in different domains (e.g., agriculture, architecture, lifestyle, commerce, entertainment, etc). This information can be organized in small chunks for the user to explore to the level that they wish. 

Once configured, the system proposes a starting point on the site. Assumption here is that there are unique tours that each has its own starting point, therefore the user is guided. 

· The user's arrival at the starting point is detected. The user is prompted to start the tour. A context-sensitive menu should be available as the user move near points of interest, to prompt the user. The user then follows directions on the screen (defined by a story teller/architect of the tour) and at any point can interact with information assets provided as part of the experience. By pointing at the building (or where a building was), a reconstruction of the original site (or the building) appears. A photo overlay is one option to bring up the visuals. If the user has selected that they wish to see 3D models, they will see 3D reconstruction. The 3D model remains registered to the site as the user position changes (tracking the building staying in view relative to the original building as long as the orientation indicates the user's attention is on the same point of interest). The distance of the user from the object of interest needs to be considered in how to design the interaction between the user and the data. Expressing the content as compact representations is useful here. This shows different types of information aggregation for AR authors.

· The user’s orientation changes. Now it is focused on another monument (e.g. statue). This causes a label to appear with information about the date of the monument’s erection, the artist who made it and there is a short animation showing the artist at work (re-enactment of history). The user wants to be in a photo with the statue. This is done using the user-facing camera. The composition results with the statue, the user and the fictional rendering of the artist leaning on the other side of the statue. The user sends this photo montage to friends via a social network. This portion of the use case can be extended to include capturing a video of the user, location and digital element.
· Upon conclusion of the exploration of the site (but this can be available at any time), the user is prompted to produce a comment or to rate a particular component. The user’s rating becomes an augmentation that can then be viewed at another point (e.g., by the curator of the cultural heritage site). The important point is that the user can create and attach an augmentation.

-Computer Vision Guide Use Case

The user can be of any age, any gender or cultural background, in any location at any time of day or year. The focus of the actor/user’s attention is a medium to large piece of machinery (a coffee maker, a washing machine for laundry, a office photocopier, a modern engine) that has continuous power supply, a panel or area on which there are LED indicators of status, an internal computing system and many complex moving parts.  The user does not have a traditional manual for configuration, use or repair. The machine’s manufacturer has developed an AR-asssited manual for diagnostic and repair. The AR-assisted manual has 3D and planar recognition algorithms and contains step-by-step instructions.

The device is not performing the task and requires user intervention indicated by a blinking red light. The user orients the AR device at the machine. The user receives an indication from its device that it is searching for a manual but has not determined which manual since it does not know the model of machine the user wishes to receive/use. The software prompts the user to approach the object of interest. When pointed at the machine, the device’s camera sends video of  some resolution at a fixed frame rate to a processing system. The system analyzes the video stream, recognizes the point of interest and highlights it with a visual overlay. It can prompt the user by way of speech output, displaying messages on the screen that the user must change positions with respect to the machine.

When the machine is recognized, the manual is prepared for viewing/interaction and the user receives a signal that the first step of diagnostics is ready to begin. The user gives the device a signal (touch, speech, or a gesture) to begin. A series of diagnostic tests are given to the user to perform. Each step is communicated by way of an on-screen (or optional auditory) indicator of successful completion of a step. The next step is then shown and the instructions given. The user gives a signal to the system by way of touching the screen, a gesture or an auditory input.

At the end, the light (LED) turns green and is no longer blinking. 

External Sensors Guide Use Case

A sailor is in a boat traveling under the force of the wind. The sailor wishes to get from point A to point B in the least time by using the wind power. To trim the sails, it is helpful to know the direction and force of the wind. Wind vanes provide the direction of the wind, but not the velocity. To get the velocity additional processing should be performed.

In this use case, the real world context of the user is determined by sensors that are fixed or mobile with respect to the global coordinate reference system and also are independent of the user’s position. Specifically, the wind’s direction and force are observed by sensors on the shore or the boat and there are models for these parameters of the real world calculated. Other environmental sensors, such as detecting motion, noise or temperature could also be used for emergency responder AR Services. 

The AR Service provider sends to the AR Player real time data which, based on the user’s orientation and position relative to the global positioning system, can be used to display the wind direction and force.
The Create Category 

The user’s objective in the Create user scenarios is to express an opinion, provide additional thoughts or questions, in other words to “author” a digital asset in the form of text, image, video or audio recording and to attach this original (user generated) digital asset to a real world target. The functionality is similar to blogging by the end user into the AR media server database.

In the Create user scenarios, the real world features, a target for the user’s augmentation (the point of interest of the user) can be anything in the real world that the device or remote sensors communicating to the user can sense. 

In the Create user scenarios, all conditions with respect to viewing (“consuming”) the digital asset in AReAS and experiences are in scope. In other words, defining who can view the augmentation (only the author, only those designated by the author, anyone/public) can be part of a use case within this user scenario.  Specific use cases within the broader Create use scenarios can also embellish  aspects of security, curation/review, and distribution of the content. 

Sample Create Use Case
A user is visiting a museum or tourist landmark. The position and pose of user, AR Player, and the real world target are known to the system based on the camera on the Device and geospatial sensors (e.g., the GPS receiver and compass). The user takes a photo or video of the landmark and when the photo or video is being saved time, date, and location/orientation, the user is prompted by a module of the camera software asking if the user wants this photo or video to be saved for viewing by AR-enabled applications on AR-enabled devices. 

By pressing on the “yes,” the user confirms some conditions on accessibility. The media and the key features of the real world are automatically processed through an AR authoring and publishing engine. The digital asset is then published to the media server and the AR Document for the local museum or landmark is modified. 

In proximity to the area of interest, another user of another AR Player that has set preferences to be notified of new AR assets being published to this experience receives an alert.  The second user can direct focus of attention to the landmark or artifact in the museum and will see the new augmentation. 

The Play Category 
The Play use case category encompasses all use cases in which there is the real world, devices, digital content (augmentations) and two or more users interacting with one another in real time. In the Play use case category, users have concommitant access to the AR Document, therefore, the AR experience may be consumed in real time by multiple users.	Comment by l00201422: The Play Category, the necessity of this category is still not very clear, since a multiple user could be in any use case, or any application. If we need to keep the play category for some reason, it better to change the name Play, as indicated in the section: play use cases are not limited to games.

A specific Play use case can specify the distance between the users (proximity) in meters. Other Play user cases can specify the categories of objects that constitute the focus of attention. For example, there are use cases in Play category involving manufacturing, repair, maintenance of machinery, infrastructure or some stationary, man-made object. 

Play use cases are not limited to games. There are use cases in the Play category that can describe a military scenario in which two or more people target a common person, place or object and then see what the other sees. 


Information Viewpoint for ARRM
The Information Viewpoint of the ARRM defines the semantics of information (the categorization of information) and information processing for AR experiences. This refers to the stages of possible “treatment” of the information, such as the extraction of natural features from the data that is streaming from the camera, the microphone, the Inertial Movement Units or another source of real time observations.

The information layer of an AReAS describes the structure and types of data. It defines terminology for sensors, users interaction, etc and models that the computational and engineering  viewpoints use. 

In addition, the Information Viewpoint facilitates the communication of concepts about different information used to build (author) and to provide (deliver) and to consume augmentations in AR experiences. At minimum, it should include:
· the target (focus of user attention and the context), 
· the reference, the extraction of all unique characteristics of the target, and 
· the augmentation (digital asset that is associated with the target).

Figure 4 describes the functional units of all information components of an ARS. In the following sections these functional units are described.
 [image: ]
Figure 4. Information View of an ARS

Presentation
The Presentation of AR is the final goal of the AR Player and can be experienced only as a direct consequence of other information processes. Presentation is not limited to the visual augmentation of the user’s experience. There can also be haptic and auditory presentation.

Presentation takes into account information from the following sources: 
· Device context 
· User Input 
· Digital Assets
· Spatial Models
· Location of the Device	Comment by l00201422: Presentation, location of the device falls into device context, otherwise, we should explain device context in a better way.
· Scene/Real World 

The Presentation functional unit will not specify styling, but as a consequence of interpreting styling attributes from AR Documents, it will compute the corresponding rendering. 

 We will now examine each of these.

Editor note: review stopped here
Spatial Models
Spatial models are used in presentation to register augmentations.  The spatial model consists of all those inputs that define the presentation (the “pose”) with respect to two positions: the pose of the device that the user has for the augmentation (e.g., eyes, ears) and the target. Only by knowing both of these positions with 3 degrees of freedom (X, Y, Z), can the augmentation be correctly presented. Hence, six degrees of freedom are required for an Augmented Reality experience.	Comment by l00201422: Spatial Models, the user’s sense at Line 2 should be the device’s sensor. In Paragraph 3, user pose should be camera pose. 


Editor’s note: For clarification, when making general statements in the ARRM, such as when describing the spatial models, the ARRM text will give, where possible two examples/illustrations, one that is visual and one that is using another sense e.g., auditory.

Scenes and augmentations include spatial referencing information to be used in the registration process.

For augmentation to be realistic, there must be a complete spatial model; the visual AR system must capture the target pose and the camera pose at every point in time. In other words, the system that is used for the spatial model is defined and consistent, but the real world (the scene) may change.  	Comment by l00201422: user pose should be camera pose.

By using the spatial model and adding the dimension of time, the spatial-temporal model produces “events” that may trigger new augmentations as well. In other words, if a brand campaign is only valid for 30 days it will appear under the spatial model conditions during the campaign but not prior to or after the conclusion of the campaign.

The spatial model can use any coordinate reference system. For example, the CRS may be based on distance and angles from the user’s eye level, or the position when holding the device that contains the AR Player. 

Editors note:
WHAT ABOUT AR TV? Zheng Liu (Huawei contribution suggests we remove the following text [Alternatively, in some scenarios (AR TV??_, the CRS can be based on distance and angles between the target, the augmentation and the screen.] 

The camera and screen are combined in the mobile device when used in mobile AR so, in the case of a smartphone as the point of view, the CRS is that of the device. 

Device Location 
Frequently, in geospatial AR, the Global CRS is the default and, since the smartphones have GPS embedded and use the W3C Geolocation standard, this CRS is available outdoors. 

For indoor AR use cases, the Global CRS may also be utilized, however, it will be a “derived” position, based on translation of another positioning method. 

In mobile AR cases in which the user seeks augmentations about stationary geospatial points of interest, the orientation of the user is also required. The smartphone compass can provide the orientation to the application using standards, such as for example the W3C DeviceOrientation specification. 

Orientation can also be derived in other ways. For example, if one assumes that the user is oriented in the direction of travel, then this can be estimated solely on the basis of the geospatial coordinate at two points separated by a known time interval. The OGC published the MovingObjectSnapshot, an application schema of the OGC Geography Markup Language. The shema is proposed for use to encode a snapshot of a moving object including its location, translational velocity and acceleration. This specification addresses the use case of a solid object, such as a car, travelling in a plane local to the object, such as a street.  The velocity is an instantaneous vector composed of a scalar speed and a heading relative to North.

In order to inform the real world, the location of the device may be taken into consideration, for example, in the case of geo-location-based AR experiences. Tracked parts of the real world may also be taken into consideration for Computer-Vision based AR experiences. Both tracked objects in real world and location of the user may be combined. 

Scene/Real World
The real world is one basic component of the definition of AR. Information from the real world provides context and targets for consuming AR.  Frequently, information about the real world is extracted and evaluated by the AR Player. 

The user may directly see the real world with an augmentation appearing in a transparent display. In the case of mobile phone-based AR and AR TV, a video stream coming from a live camera (on the device or elsewhere), is a proxy for the physical/real world. 

In the case of a user with a partial or fully transparent display, the real world is directly observed by the user. 

Sensors
Conditions in the user’s real world are detected by way of sensors. Sensors inform the AR system about anything that can be detected in the real world. The readings from sensors (“Observations”) must be available to the AR Player in real time.

Examples of sensors that provide real time information about the real world include but is not limited to: 
· Camera
· GPS receiver
· Compass 
· Gyroscope
· Accelerometer
· Microphone

The author of AR experiences (AR Experience Creator) must (or may?) choose which sensors are used to detect the real world and to extract observations during the authoring process.  

Stimuli received/detected in real time by the sensors on the user’s chosen device and evaluated in real time by the other AR system components permit detection of any trigger in the user’s environment. The observations may be optical (from the camera), auditory (from the microphone), geospatial (as described above). 

The sensors may be “on-board” with the user, or they may be “remote” from the user.  In other words, observations may be produced by sensors on the user’s device (e.g., smartphone), or by remote sensors. For example, a video camera mounted in a fixed position and pointed at an area of interest to the user. This may be called the “indirect” AR use case. 

Due to the real time nature of the experiences, observations must always associated with a time or time interval (time-stamped) for Augmented Reality.  If observations are received out of sequence, they may be discarded or used, depending on the specifications defined by the AR Experience Creator. 

Digital Assets
AR Experiences are consumed by an end user when the digital asset is aligned with the real world in a presentation. 

A digital object or digital asset consists of information stored and transmitted in digital format and displayed to the user in real time and registered with the target or subject of the user’s attention. There is no universal definition or recommendation for the size or format of a digital object used in Augmented Reality. 

Digital objects can be static, such as text, computer graphics, photographic images. Digital objects can also be dynamic such as animations, video or sounds. 

Trigger 	Comment by l00201422: The definition in this section is not consistent with the definition in the glossary part.
A trigger is a set of features whose attributes correspond to the Point of Interest which (a) selected during authoring by the content creator and (b) when detected by the sensors of the user’s system, serve to specify the digital object/asset to be used.

A trigger can be a marker or consist of naturally occurring features (marker-less). 
Tracked Objects
Point of Interest (POIs)
A Point of Interest is defined by a set of features encoded in a digital file format. Information about Point of Interest can be encoded using a standard (e.g., W3C PoI WG) to include label (name), unique identifier and relative or absolute location. Additional information about a point of interest can include author, time created, time updated, description (category, or civic address). Associated with a point of interest there may also be an area of interest which can be defined in any CRS and can be in any shape.

In some AR Documents, a group of POIs that are related to one another may be published as a group by a single content publisher (AR Experience publisher?). For example, a group of POIs can define a Channel for metaio junaio, layers in Layar and Wikitude Worlds. 
Features
In the AR RM “features” refers to the extraction of features that characterize the real world. 

The real time recognition of features is performed by processing the frames of the video in real time and having some user signal that shows when and where the real world features are matching with some triggers in the media servers and known to the AR Document.
 
User Input
Users input is part of the information that will be necessary for presentation of an AR experience. A user can select which sensors are used and the focus of their observations. This is essentially a query of the real world. 

Furthermore, users can express preferences about the types of augmentations they wish to experience. 

Finally, a user may interact with a digital asset (the augmentation) or the AR experience (player) user interface to:
· Request additional assets associated with the augmentation (e.g., a URL, an audio file, etc)
· Create another augmentation associated with the same features in the real world
· Remove or modify a digital asset.
Styling
Styling is the domain of the AR Experience Creator. He should be able to define own presentation and interaction style.
Computational Viewpoint for AR-RM
The computational viewpoint identifies the processes that are performed from end-to-end (in sequence) by:
· the AR Experience Creator, 
· the AR Service providers and 
· the end user

The computational viewpoint assumes that the user has an AR-enabled Player consisting of hardware and software capable of capturing and analysing features from the real world, of processing the AR Document which will specify where the digital assets are stored/available and any steps necessary for presenting digital information. The final state in the computational viewpoint is the point at which the end user consumes (experiences the presentation).  

The computational viewpoint identifies:
· processes performed by a human (the AREC) 
· [bookmark: _GoBack]processes performed automatically by a tool such as algorithms (enablers) and 	Comment by l00201422: Delete it.
· those that require computational resources. 

Interfaces that permit the distribution of the different processes amongst actors are also part of the computational viewpoint. 

The computational viewpoint is divided into Authoring, Publishing, Delivery and Consuming phases. Prior to the AR experience, there must be:
· Authoring the AR Experience
· Publishing the AR Experience in a fashion that it is available to the AR Player
· Delivery of AR Document to the user’s AR Player

During the AR experience:
· Detection of local and remote context 
· Delivery of assets from Media Servers that will produce the experience to the AR Player based on AR Document
· Delivery of services from service servers to the AR Player based on AR Document
· Detection of any user input
· Consuming/presentation of the experience in the user’s preferences and using the context in real time.

[bookmark: _Toc176928903]Authoring
Authoring for AR spans the processes of:
· Identifying (or creating from scratch) one or more digital assets or digital objects (e.g.,image, a video, etc) that will be used as part of the final experience, these may need to be modified from their original resolution, transparency, etc. 
· Identifying/extracting the features of the real world (the digital representation of the physical world) to which the digital asset will be registered,
· Using AR Authoring tool(s) to 
· Create if/then connection between the features of the real world (trigger data) and the digital asset (presentation data in figure below)
· Describe user interaction options (e.g., click to open, sweep to rotate, etc)
The authoring process will be complete when the augmentation, the trigger data and the interaction (scripts) are stored in a database in format specified by the AReC from options in the AR Authoring tool. 

Publishing
AR publishing is the process that includes preparing all the required and optional elements for the final experience and placing these in defined formats in the media server(s) and/or the service servers. 

The publishing process will be complete when the features, digital assets, interaction information and all other necessary information objects are ready for delivery to the end user’s device upon need/request.

The AR Document will specify where the assets and features, once published, are:
· stored, 
· how they should be requested/brought to the end user device or AR Player
· where and how any user interaction can be stored and
· where to write/store any user created digital objects (in “Create” use scenarios)

Delivery 
Delivery of AR experiences is based on the AR Document and encompasses all the steps and components necessary for the digital assets to arrive in the user’s chosen AR Player, and ending immediately prior to perception of the augmentation. 

Consumption 
An AR experience is consumed by the user when at least the following processes are performed in real time:
· Location and orientation determination
· User focus of attention Object/real world detection
· User focus of attention Object/real world identification
· Digital asset retrieval from media server
· Use of any service called for in the AR Document from the Service Server
· Presentation of augmentation in registration
· Tracking of the focus of attention and further repetition of the processes above.
 (
AR Player
Media
Servers
Service
Servers
User
Local / Remote 
Context
AR Document
1
2
3
4
5
)
Figure 5. Possible implementation of the Computation View of an ARS (numbers on the arrows indicate the order of the operation).
Context: Determine Location and orientation
· Determine location and orientation 
Example Location determination 

· Device, using GPS and compass or another spatial position detection technology (accelerometer, radio)
· Third party, using collected information
· Observations: Wireless signals, ping/traceroute
· Direct/purchased access to information about infrastructure
· Network operator, using network 
· Desired case for emergency services / 911 
· IETF GEOPRIV working group

[image: ]
Figure 4 – Use Cases for Location Determination
Reference: Geolocation and Location-Based Applications [Barnes 2011]
· 
Context: Object Detection/Identification 
· Processing of visual image from on-board camera by service server
· Matching of features extracted with triggers stored with digital assets in the AR Document
· Sensor processing is performed via service server
Digital Asset Retrieval
· Retrieve local/remote DA from media server(s) based on geographic location
· Retrieve local/remote DA from media server(s) based on feature identification
Presentation
· Present visual digital assets registered to camera image
· (Extend to other senses: audio, haptic, )
· Create Content
· Content provider creates content and publishes

 Hardware and Software Components Viewpoint for AR-RM
This viewpoint identifies hardware and software component types fully described with respect to their intrinsic and extrinsic properties as well as the type of interfaces these have with the rest of the system. 
[bookmark: _Toc176928907] Internal Components and Interfaces between components
In the local/remote context component of an ARS, the following hardware and software subcomponents are defined:
· The physical sensors for sensing local physical environment such as camera, accelerometer, and other sensors
· The APIs, such as Web services, for accessing
· remote sensing systems
· context aggregating systems
· The physical actuators impacting local physical environment, such as illumination, air circulation, motor engines and other actuators
· The APIs, such as Web services, to remotely control actuators.
The AR Player has the following subcomponents: 
· Rendering engine that processes video, 2D and 3D graphics, audio and 
· Scene graph interpreter to manage connections between and state of natural and synthetic objects, 
· Interpreters of inputs such as commands from user, conditions from context subcomponents
· Behavior Engine capable of translating conditions into actions (function of user interaction and potentially other inputs)
· Audio visual displays
· Interfaces to services such as persistent storage, social media, remote computation, and other
· Interfaces to media repositories
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 Technology Viewpoint for AR-RM	Comment by l00201422: At the end of this section, we would like to propose a discussion of the Engineering view. As said in the DTR, the reference model concepts are from the ISO/IEC 10746-1 standards for Open Distributed Processing. In the original standard, the computational viewpoint discusses the decomposition of the functions of each object, while the engineering viewpoint discusses the interaction between objects. In the current DTR, the engineering view explains the components related issues, where the definition of components is not clear. To our understanding, the components here should be different functions modules in the whole AR experience, but now the examples in components seems various, hardware, soft ware and communication technologies, which is not good
Technology viewpoint refers to specificities of hardware and software of each component of the ARS. It is out of the scope of this report to specify this view.
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