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Abstract
This document provides the use cases for the scalable enhancement of High Efficiency Video Coding (HEVC) standard.
1. Introduction

A new generation of video compression technology known as High Efficiency Video Coding (HEVC) that has substantially higher compression capability than the existing AVC (ITU-T H.264 | ISO/IEC 14496-10) standard is being developed jointly by ISO/IEC MPEG and ITU-T/VCEG. This document describes the use cases associated with the scalable extensions of that standard.
2. (2D) Digital Video Distribution

2.1 Brief descriptions of various use cases

The key driving force from the requirement point of view is that the environment of next generation of digital TV distribution is expected to be quite heterogeneous on both the client as well as the network side. On the client side, the multiple (three) screen scenario is expected to dominate. The three main screens are: Smart Phone, Tablet and TV. The PC/Laptop screen is not ignored here. That is also covered by the three-screen scenario. 

Even though, unlike digital TV screen, there is no standard with regard to the number of pixels in the glass in mobile displays (it varies a lot among various smart phones and tablets), the hot spots of the video resolutions associated with the 60Hz systems are coming out to be : HVGA (480x320)p30, VGA (640x480)p30, 720 (1280x720)p30, 720 (1280x720)p60, and potentially 1080 (1920x1080)p60 in future. There are also 1080i30 (aka 1080i60, here in this document the numbers after letters ‘p’ or ‘i’ are frames per sec. In case of interlaced format 30 frames second consists of 60 fields per sec) and 480i30 (aka 480i60) formats.

 (Note: there are multiple definitions of HVGA, but lately 480x320 seems to be more popular definition. Although the ratio of 480 to 320 is not exactly 4:3, but in many cases it can be assumed that the video maintains 4:3 aspect ratio inside that format).

The numbers 30 and 60 fps get replaced by 25 and 50 fps respectively in the 50 Hz systems. 

Another digital TV application includes extending the resolution beyond current HD resolutions in backwards compatible way. For example, in some use case scenarios, it is desirable to extend resolution from 1920x1080 to 3840x2160 such that the base layer has 1920x1080 resolution and enhancement layer is 3840x2160.

Looking at those video resolutions, the spatial resolutions jump in the steps of factors of 1.5 or 2. Therefore, one of the requirements for the scalability is to (efficiently) support the spatial scalability with a factor of 1.5 or 2.0 in each axis. Supporting both VGA and 720p will require the discussion of aspect ratio. 

Supporting both 720p30 and 1080p60 will require not only the spatial scalability but also temporal scalability at the same time. 

The requirements for SNR scalability is mainly driven by the network. As an example, in the home environment, a video can be sent to a set top box / DVR for viewing on a TV and/or also to a Tablet where the network between a Home Gateway/DVR/Access Point and Tablet may be a Wi-Fi network. The network capacity can change from home to home as well as it will vary with the distance between the gateway (the term "gateway" is used in very broad and generic sense here) and the Tablet. An example of bit rate ranges used with AVC codec (note: all the example bit rates in this paragraph correspond to AVC) are 1 to 2 Mbps for VGA, 2 to 4 Mpbs for 720p30 and 4 to 8 Mbps for 720p60. If the bit rate needs to be changed by a factor of 2, the spatial/temporal resolution will probably also need to be changed. However, if the bit rate range is less than factor of 2 then spatial and temporal resolutions can be kept the same and only the bit rate can be changed. This can either be achieved via transrating/transcoding and/or via inserting a layer of SNR scalability. Picking the highest and the center numbers in the range, the SNR scalability that allows one to reduce the bit rate by about 25% is useful (for example higher quality layer at 4 Mbps 720p30 and lower quality at 3 Mbps 720Mbps). To go to the next lower (by 50%) rate, spatial and/or temporal resolution is reduced. 

For other scenarios, for example streaming video over the internet, Over The Top (OTT) digital TV distribution etc., where the network either can not guarantee quality of service or varies with time where the guarantee of the network bandwidth is time dependent, the requirements on scalability are similar as above. 
2.2  Interlace Scanned Video

Majority (if not all) of the displays have become progressive only. So, there does not appear to be a need to support 1080i30 displays going forward. However, there still exists content and new content is created that is captured in interlaced scanning format. 

So, the main question here is, if the content is captured in interlaced format what to do with it. An example problem can now be described as follows – support the base layer that is progressive (e.g. HVGAp30 or 720p30) and the enhancement layer that is interlaced (e.g. 480i30 or 1080i30)


Although HEVC has so far not formally looked into addressing how to handle interlaced scanned video, it also appears that the intention of the group is to not add any interlace scan specific coding tools. So, for now, there appear to be following options:

(1)  Let the interlaced video in the enhancement layer be sent as fields with some appropriate signaling to inform the receiver. The spatial resolution of each field can also be modified to match more efficiently with base layer’s resolution.

(2) Let the enhancement video be sent as frames. Frames can be created in various possible ways:

a. Both the fields are merged together to create 1080p30 version of 1080i30 with proper signaling to the receiver informing it that was done

b. Encoder uses advanced de-interlacing to convert 1080i30 to 1080p60 

c. Encoder uses advanced de-interlacing to convert 1080i30 to 60 or 30 frames per second and also modify the spatial resolution to match more efficiently with base layer’s resolution.

2.3  Aspect Ratio

Definitions:

picture sample aspect ratio (PSAR): the ratio between the horizontal distance between the columns and the vertical distance between the rows of the luma sample array in a picture. Picture sample aspect ratio is expressed as h:v, where h is horizontal width and v is vertical height (in arbitrary units of spatial distance).

picture aspect ratio (PAR): The ratio width:height of the captured picture where width and height are measured in the same length (spatial measurement) units. Picture aspect ratio is expressed as X:Y, where X is horizontal width and Y is vertical height (in arbitrary units of spatial distance).

Example use cases:

· The base layer is VGA and the enhancement layer is 720p. In this case PARs at the two layers are different but PSARs are the same (square pixels).

· The base layer is VGA and the enhancement layer is 16:9 WVGA. In this case PARs at the two layers are different but PSARs are the same (square pixels). But, here the vertical resolutions at both the layers are the same.

2.4  Error Resilience

Next generation of digital TV distribution will include IP networks with UDP/IP based protocols using MPEG-2 TS or RTP based encapsulation. Packet loss statistics will be different across different networks.

Both unidirectional (unicast as well as multicast) and bi-directional systems are expected to be in use. In bi-directional systems there can be a feedback of information, associated with packet loss, from the receiver/network that can impact the behavior of the transmission side. 
In one to one bi-directional systems that can tolerate longer delays, TCP (or other) re-transmission schemes can be used. However, to achieve lower delays, providing resilience at the video layer can be more attractive.

In multicast, a system can not be optimized or designed for an individual receiver but a more general optimization can be done for general distribution system. For example, a different resilience for multicast over wireless channels (similar to mobile version of various web sites) than wired, e.g., one could be optimized for nG (n = 3,4, ...) or Wi-Fi.

2.5  Bit Depth


Next generation of consumer displays, specifically TVs, are expected to be able to support more than 8 bits of resolution. This will create diversity of displays along the bit depth dimension. 

2.6  Chroma Resolution

Next generation of consumer displays, specifically TVs, are expected to be able to support 4:4:4 Chroma resolution. This will create diversity of displays along the chroma resolution dimension. 

2.7 Scalability Combinations: 

2.7.1 Spatial + SNR Scalability

A combination of SNR scalability and other scalability may also be needed. For example, layers corresponding to 720p30 at 3Mbps, 720p30 at 4 Mbps and 720p60 at 6 Mbps, or, in another scenario, layers corresponding to 720p60 at 6 Mpbs, 1080p60 at 9 Mbps and 1080p60 12 Mbps may be provided by a service provider. Similarly, one can think of scenarios where all three (spatial, temporal and SNR) scalability tools are needed and provided. The quality of video in those combination cases need to be acceptable and the coding efficiency also needs to be acceptable. If it comes out that the efficiency need can not be satisfied then what and how many combinations are allowed may be limited.
2.8 Color space

Changes in resolution in digital video distribution often result in a change in color space.  For example, in a digital TV application that includes the support of standard definition and high definition content, the standard definition content is represented with color primaries specified in ITU-T Rec. BT601.  Similarly, the high definition content may be represented with color primaries specified from ITU-T Rec. BT709.  In this application, it is desirable to support different color spaces in the standard definition and high definition layers.

Another relevant digital TV application is that of extending the resolution beyond current HD resolutions in a backwards compatible way (described above). For example, in some use case scenarios, it is desirable to extend resolution from 1920x1080 to 3840x2160 such that the base layer has 1920x1080 resolution and enhancement layer is 3840x2160.  In these applications, the HD resolution version is represented with ITU-T Rec. BT709 color primaries for backwards compatibility.  However, it is desirable for the enhancement layer to be represented with color primaries that provide a larger color gamut.  For example, one set of enhancement primaries are:
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It is noted that currently available consumer displays typically support a larger gamut.  Similarly, devices in-market can acquire content with this larger gamut.

Requirements for the applications above are: (i) support of different color spaces in base and enhancement layers and (ii) support of tristimulus values in the enhancement layer color space that can not be represented in the base layer color space. 

3. Video Conferencing 

Video conferencing systems are also rapidly moving towards multi-screen environment where the display screen could as small as HVGA to as large as HDTV (and potentially 4kx2k in future). Video conferencing systems are very delay sensitive.  Video conferencing frequently takes place over networks with dynamically changing conditions, and needs tools to allow fast adaptation to changing conditions which do not require transmission of I frames. 

In multipoint video conferencing, the display resolution of an individual video sequence may change frequently, for example when the person speaking is displayed at a larger resolution than the additional participants in the video conference.

In addition, Video Conferencing systems have two way communication that can be used to characterize the channel. 
Otherwise, the requirements of this use case are similar to the 2D Digital Video Distribution briefly described in section 2. 

4. 3D Video 

4.1 Overview of 3D Video Use Case

A stereoscopic effect can be obtained from a flat two-dimensional display by employing some form of filtering to ensure that information representing a different perspective is presented to each eye.  Such plano-stereoscopic “3D” video is becoming increasingly used in various applications, such as 3DTV, 3D Packaged Media, 3D Video Conferencing and 3D Video Games. The filtering process may either rely on glasses (spatial filtering by polarized glasses or temporal filtering by shutter glasses) or else it may be inherent in the display itself (an auto-stereoscopic display).  
In the 3D video use case, an additional layer associated with View Scalability comes into play. Although only Stereo-views based 3D Video systems are currently deployed, interest in Multi (more than 2) views is increasing. In both Stereo and Multi View cases, there can be two categories of approach:
· 2 or more views are captured and all views in addition to the Base view are compressed by exploiting redundancy across the views (e.g. MVC extension of AVC), 
· 2 or more views are captured, depth maps and other related information are extracted (in some cases that may be a part of the video capturing process), and the bit stream corresponding to the depth maps and other information is sent as a layer in addition to the base view. 2D to 3D conversion techniques are also becoming increasingly popular. In that case, the depth maps and other related information are generated as a part of 2D to 3D conversion process.
4.2 3DTV

Several major pay TV broadcasters have launched dedicated 3DTV channels, whilst free-to-air broadcasters have so far tended to restrict their 3D broadcasting to the occasional special event.  Real-time camera-captured content (e.g. sports events) is a commercially important genre for 3D broadcasting. For most of the current 3D broadcasters, a critical factor in the business plan is the ability to use an already deployed HDTV transmission infrastructure to transmit the 3D signal and an already deployed population of HDTV set-top boxes to decode the 3D signal (with appropriate software updates).  For this reason, the vast majority of current 3DTV systems are encoded using a frame-compatible, half-resolution approach within AVC (or in some cases MPEG-2) video.  
The ease of migration offered by the frame-compatible approach will be an important factor for some of future 3D broadcasting systems based on HEVC.  In other systems, future HEVC-coded TV channels may be planned to be launched as 3D-capable, in which case the consideration of issues such as compression efficiency and 2D compatibility may favour an MVC-like approach.   At present, it is more difficult to use the alternative 2D plus depth approach when encoding real-time content such as sports.  

4.3 3D Packaged Media
Inspired by the commercial success of Avatar, an increasing number of movies are released theatrically in 3D, including those which have a significant amount of computer generated imagery.  The Blu-ray 3D specification was developed to allow packaged media to give a 3D movie experience in the home, when a 3D-capable Blu-ray player is connected via HDMI to a 3D-capable TV.  An important commercial consideration was backwards compatibility to allow the 3D-capable disc to be played, as 2D, on a legacy 2D player.  This was achieved using the MVC extension of AVC.
Future HEVC-coded packaged media are likely to continue to have the requirement to be backwards compatible with 2D players and hence they may continue to use an MVC-like approach to coding.  Alternatively, a 2D plus depth approach could offer 2D compatibility whilst also providing better coding efficiency and display-related or user-controlled variation of viewing preferences, since the content is intrinsically non real-time.
4.4 3D Video Conferencing
By its nature, 3D Videoconferencing involves real-time encoding of camera-captured content with minimal time delay.  This would probably suit an MVC-like approach, although the restricted nature of a typical video-conferencing scene may also facilitate the capture of a real-time depth map.
4.5 Video Games with 3D Video
Video Games with capability to support 3D video are becoming available using all three of the main categories of gaming hardware:

· PC  typically using appropriate graphics card connected via DVI or HDMI to a high frame-rate PC monitor (with shutter glasses)

· Games console - typically connected via HDMI to a 3D-capable TV (with shutter glasses or polarized glasses)

· Hand-held including Tablets and Smart Phones - typically using integral auto-stereoscopic display (including depth control)

If the video content is generated by the gaming hardware from an internal abstract model, the most appropriate format for the connected display should be able to be created with no major compatibility constraints.  In this case, the extra degree of user control offered by a 2D plus depth type of approach may be attractive.  
5. Cloud based (on line) video games 

The video gaming market place is expanding to include on-line games. The ever increasing presence of broadband connection is paving the way for acceptance of increasingly sophisticated cloud based (on line) video games. The on line video gaming business is expected to be a fast growing sub-set of video games over next few years. In this model the gaming hardware is located in the network/cloud. The server streams the content using audio/video compression to a thin client in the home or to a mobile device. The server and clients communicate via IP network. The latency of communication is expected to be low – less than about 100 msec. As the communication technology improves with time, this delay is expected to reduce. The gaming hardware further adds the latency that is in the similar range. Similar to the entertainment TV distribution environment, this environment is also expected to be heterogeneous on both the client as well as the network side. Some of those games are also expected to provide 3D video. Requirements for this use case include: video coding with low latency and high efficiency (especially for computer generated content), to be able to support clients with resolutions ranging from VGA to HD, to be able to support distribution over wired and wireless networks. The bit depth of 8 bits is quite satisfactory. In near term, the View Scalability will be required to provide the 3D video support. As video is also expected to be distributed via the networks that may not have guaranteed quality of service, error resilience of the encoding scheme will also be desirable in those cases. In longer term, as the on line video gaming environment grows to include multi-users, other scalability tools may also be needed to satisfy the needs of diverse set of clients and networks.
6. Coding Standard Scalability

It is expected that over the next few years AVC based encoding and decoding devices will be broadly deployed and AVC will become a dominant video coding standard used worldwide for the distribution of digital video. It will help significantly in deploying next scalable standard if a migration path can be provided such that the AVC based deployed system can still decode and process some of the layers. Some of the examples are: (1) in stereo-view scalability for 3DTV, the left eye view pictures can be compressed using AVC and the right eye view pictures can be compressed using HEVC tools as well as using the left eye view pictures as references. This way existing AVC based 2DTV system can still play back the 2D video. (2) Similarly, to provide a migration path to 1920x1080x60p, if good coding efficiency can be achieved, the base layer could be of 1280x720x60p resolution with pictures compressed using AVC standard and the enhancement layer could extend the resolution to 1920x1080x60p by using HEVC compression tools and 1280x720x60p base layer as reference, (3) the 1280x720x60p resolution in the previous example could also consist of two temporal layers with base layer at 30 frames per sec frame rate providing interoperability among existing AVC based tablets, AVC based TVs/STBs and new HEVC systems.
7. Intra-only spatial scalability
There are many systems that compress video using Intra-only coding. Some examples are, Editing systems, Medical Imaging systems, low cost and power surveillance systems. In these systems, it is beneficial to have the capability of compressing video at two or more different resolutions and/or compression factors. For example, in a surveillance system the video may be accessed by various devices ranging from Smart Phones to PCs. Scalability can be very helpful in satisfying that need. In Medical Imaging also it is many times desirable to store pictures with more than one different resolutions and/or fidelity requiring Spatial, SNR and Bit depth scalabilities. Similarly, in some editing systems it is desirable to compress video at more than one resolution. The lower resolution video can be used for previewing the content in those systems.
