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Introduction 

There is an increasing interest from the industry in the Internet of Things (IoT) technologies. There are active standardization activities to define network protocols for the Internet of Things (e.g., how to connect things). The variety and heterogeneity of "Things" make difficult to standardize descriptions, data formats, APIs in a global manner, however, when the environment is well established, this can be done. Therefore, MPEG is exploring representations of media things as part of complex distributed systems implying interaction between things and between humans and things.
Since 2008, MPEG has been working on a standard called MPEG-V (ISO/IEC 23005) which aims to define the data exchange interface between real and virtual worlds. In particular it defines the XML schema for the information about sensor/actuator capabilities, user preferences, sensed information and data types used by actuator commands. These data type elements are corresponding to descriptions of devices and messages for “talking to” and “adapting to” either devices or services in the Internet of Things. 
Definition of Media-centric Internet of Things 

The Media-centric Internet of Things is the collection of interfaces, protocols and associated media-related information representations that enable advanced services and applications based on human to device and device to device interaction in physical and virtual environments. Information refers to data sensed and processed by a device, and/or communicated to a human or another device.
Entity is any physical or virtual object that is sensed by and / or acted on by Things. 

Thing: is any thing that can communicate with other Things, in addition it may sense and / or act on Entities.

Media Thing: is a Thing with at least one of audio / visual sensing and actuating capabilities.  
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Media-centric IoT use-case scenarios

1.1 Network of audio-video cameras
Context: a very large and distributed network of audio-video cameras
Activity: 

· A1. capture, compress and transmit the audio-video data to a proxy device or central service.
· A2. capture, recognize objects and/or environment proprieties and/or events, and transmit status data, metadata, and optionally audio-visual information to a proxy device or central service.
· A3. Utilize audio-video cameras as actuator to track the entity.

Standardization Need: 
· Common needs:
· Attach location information to each camera
· A1. 

· Low complexity audio/video encoding
· Control the quality over complexity for each individual camera and in general controlling the encoding parameters for each camera
· A2. 
· Interface for setting the objects to be recognized (representative audio-visual objects or associated descriptors and metadata)

· Interface for setting the environment properties that should be recognized (low level audio and visual features)

· Interface for transmitting the identified conditions of the environment or object (status, motion parameters, …).
· A3.


· Low complexity, low response time and efficient power consumption.
1.2 Digital signage
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Context: a very large and distributed network of digital signs embedded with a camera sensor.

Activity: 

· A1. sense a person by a camera sensor.
· A2. recognize gender, age, etc. of the detected person (also recognize already detected person by other digital signs.
· A3. choose best media content (e.g., useful information) for the specific person and play (act) the content to display.
· A4. relay (act) the media content to the other connected digital sign in accordance with the person's location shift and continue to play the corresponding media content.
1.3 Additional use cases

Other IoT use cases requiring AV functionalities are

· accident detection and notification system,

· wearable cameras,

· surgery room, …
MPEG Tools related to MIoT
 The Media Things may perform the following tasks: 

· Motion detection, 

· Object detection and classification, 

· Cooperation with other vision Things for the object tracking.

· Audio / video compression and transmission.

The Media Thing should have the following performances:

· monitor their observation area fast enough to detect and analysis all objects of interest in real-time. 

· energy efficiency AV encoding

· expose QoS and QoE parameters
The following table summarizes the requirements related to audio-visual functionalities for MIoT and the corresponding MPEG tools to answer them.

	Requirements
	MPEG Tool

	Motion detection
	MPEG-7

	Object detection and classification
	CDVS (and probably CDVA), some MPEG-7 descriptors

	Cooperation with other vision Things for the object tracking.
	MPEG-4 Systems

	Synchronization of data from all sensors 
	MPEG-4 Systems, MPEG-V

	Persistence of metadata among processing chain
	MPEG-7 (probably extended)

	Energy efficiency for audio / video compression and transmission
	MPEG-4 Video, Audio


Media-centric IoT and relationship to MPEG-V 

Figure 3 shows the overall data transition in a home automation scenario using MPEG-V. This scenario was chosen because home automation is one of the major targets of the Internet of Things applications. Sensors in a home (e.g., temperature, light, humidity, proximity, gas, and camera sensors) can detect context information (i.e., sensed information) in the home in real time and send this information to a user’s mobile phone or a control box with intelligent software. Each sensor identity and its capabilities can be specified by sensor capability descriptions. The sensed data can be handled and analyzed either automatically by an intelligent engine or semi-automatically by users with a mobile phone. Users can determine the actuation level of actuators at home using pre-defined actuation preferences. They can also filter or control the level of sensed data using pre-defined sensor adaptation preferences. The identity and capability of each actuator at home can be defined by actuator capability descriptions. The intelligent software in the control box, the mobile phone or even in the sensor can generate actuator commands specifying how to actuate the devices at home by combining all of the input information (i.e., sensed information, sensor capabilities, actuation preferences, sensor adaptation preferences, and actuator capabilities). 

[image: image3.emf]
Fig. 3. Data transition using MPEG-V standards in a home automation scenario.
The specification of “Things” (e.g., sensors and actuators) can be defined with the sensor capabilities and the actuator capabilities in MPEG-V. Interaction between “Things” can be achieved using the specifications of sensed information and actuator commands. Auxiliary information such as actuation preferences and sensor adaptation preferences in MPEG-V enable more intelligent Internet of Things services. Finally, the VR adaptation engine and the RV adaptation engine correspond to the “Intelligence” of the Internet of Things. 
Existing adaptation scenarios in MPEG-V related to media related IoT 

There are several adaptation scenarios in MPEG-V that can be also applied as usage scenarios of Internet of Things applications. 
As shown in Figure 5, the sensed information (SI) from sensors can be adjusted to be adapted sensed information in accordance with the sensor capabilities (SC) and the sensor adaptation preferences (SAP). For the virtual world object adaptation, the virtual world object characteristics from a virtual world can be adjusted to be the newly adapted virtual world object characteristics in accordance with the sensor capabilities (SC) and its sensor adaptation preferences (SAP). For example, if assuming that sensed information from an intelligent camera represents the feature points of a face, the capability of the intelligent camera can be the maximum number of face feature points that the camera can extract from an image. Finally, the face feature points (i.e., sensed information) can be adapted to transfer the feature points of only a mouth using the sensor adaptation preferences. 
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Fig. 5. The adapted sensed information (SI) generated by combining input sensed information (SI) with sensor capabilities (SC) and sensor adaptation preferences (SAP)

Figure 6 shows an example of combining sensorial effects (SEs in Part 3) with sensed information (SI in Part 5) to generate adapted actuator commands (ACmd in Part 5). The characteristics of sensors and actuators are specified by the syntax of sensor capabilities (SCs) and the actuator capabilities (ACs) defined in Part 2. For example, the sensorial effect corresponding to the scene would be a cooling temperature and a wind effect at 5℃ at 100% intensity. Assuming again that the current room temperature is 12℃; in this case, it would not be wise to deploy the cooling and wind effect as described in the sensorial effect data because the current temperature inside the room is already cool enough. People may feel uncomfortable with the generated sensorial effects. Therefore, a temperature sensor measures the room temperature and the adaptation engine generates the adapted sensorial effects (i.e., actuator commands), which are a reduced wind effect (20% intensity) and a heating effect (20℃), for instance. 
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Fig. 6. The adapted sensorial effects (actuator commands) generated by combining sensorial effects (SEs) with sensed information (SI), sensor capabilities (SC), and actuator capabilities. 
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