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MPEG-U: Rich Media User Interface
ABSTRACT 
MPEG-U is a suite of ISO/IEC standards (ISO/IEC 23007) that has been developed under the auspices of Moving Picture Experts Group (MPEG). MPEG-U, also known as Rich Media User Interface, facilitates a specification for the exchange, the display, the control and the communication of widgets with other entities and a set of data format for advanced user interaction (AUI) interfaces to support various advanced user interaction devices. 
INTRODUCTION
User interface represents a crucial feature for many consumer devices and services. User interfaces have recently evolved to support more media types including audio, video, 2D or 3D graphics and rich media functionalities. User interfaces are also evolving towards flexible and composite collections of small dedicated applications retrieved from different sources and aggregated into an effective and user friendly interface. Such applications are generally called Widgets. A widget is a self-contained living entity, with an interactive and dynamic visualization. Also the current user interaction standards mostly focus on basic interaction devices such as pointing and keying devices. This lack of more advanced interaction devices support results in unavailability to utilize such industry ready advanced interaction devices in a standard interoperable way.
Additionally, more and more devices are capable of displaying rich media user interfaces and providing advanced user interactions from desktop computers, to mobile devices, to home appliances, including TV and IPTV-STB. In this heterogeneous environment, users expect a homogeneous, unified experience when interacting with their devices. This expectation of homogeneity covers four different exploitation domains: home network, broadcast, Web and mobile domains.

Starting from this assumption, ISO/IEC 23007, also known as MPEG-U, defines a specification for the exchange, the control and the communication of widgets with other entities and a set of data format for advanced user interaction (AUI) interfaces to support various advanced user interaction devices. MPEG-U seeks to enable operators and manufacturers to consistently deliver a rich user experience across CE and mobile devices, and beyond. 
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Figure 1. High-level relational diagram of MPEG-U Part 1 Widgets and Part 2 AUI
Rich media user interfaces can be comprised of multiple layers (or steps) between user and rich media. Figure 1 depicts a high-level positioning of MPEG-U Part 1 Widgets and Part 2 AUI in rich media user interfaces. It is possible that the widget manager communicate directly with a user through simple physical interaction devices (①). Then the widget manager performs an appropriate action to rich media (scene representation) through widget API. In case a user uses an advanced interaction device such as a motion sensor or an intelligent camera, a semantics generator can generate a proper data format such as a circle defined in MPEG-U Part 2 AUI instead of passing a long list of three dimensional position coordinates. Then this AUI data format can be used by widget manager (②) or directly by rich media (③) according to a designed service.
The MPEG-U is subdivided into three parts:

· Part 1 - Widgets: specifies the exchange, the display, the control and the communication of widgets with other entities;

· Part 2 – Advanced User Interaction (AUI) interfaces: specifies a set of data formats;

· Part 3 - Conformance and Reference Software: specifies conformance tests and the software implementation of the standard.
TECHNOLOGY

Part 1 - Widgets (23007-1) 
In the commonly accepted meaning, a widget is a portable application that can be installed and executed within a separate environment without requiring additional compilation: widget are standalone applications (Software Widgets), executed in a runtime environment installed on the client device, or embedded in a Web page (Web Widget). Many widget technologies currently exist, both standard (e.g. W3C Widgets 1.0, Open Mobile Terminal Platform / BONDI, Open Ajax Alliance / Gadget Task Force, CEA-2014A / Web4CE) and proprietary (e.g. Yahoo! Widgets, Google Gadgets, Microsoft Gadgets, Opera Widgets, Apple Dashboard). Most of them rely on Web technologies such as HTML, CSS and JS or equivalent.

Trying to avoid excessive market fragmentation, and trying to exploit existing valuable standard technologies, the MPEG-U standard has been built as an extension of the W3C Widget standard (WPC) [1].
According to the vision given in the introduction, the MPEG-U standard intends to provide a general purpose technology exploitable in different application domains. For accomplishing this goal, innovative functionalities and related requirements have been identified to drive the standardization work, and are currently supported by MPEG-U. Such functionalities distinguish MPEG-U standard from existing Widgets technology, enabling its usage in heterogeneous scenarios, namely broadcast, mobile, home network and web domains.
The key features supported by MPEG-U are the following:

· Communication: interoperable communications between a widget and other entities, these entities being remote (e.g. UPnP/DLNA services [2]) or local services, or other widgets. This feature in particular is deemed extremely valuable since, through the usage of standardized interfaces, communication between services provided by different service providers, and exploitation of particular capabilities of the runtime environment (for example sending/receiving UPnP messages to communicate with other devices in a home network) are enabled.

· Context Management: This feature allows widgets mobility across devices while maintaining the state and preferences of the widget. The possibility to save, restore, and transfer preferences within context information also allows personalization of the widget on different devices enabling a unified and homogeneous use of widgets. 

· Aggregation:  possibility to create sophisticated widgets that reuse and aggregate existing components, a component being another widget providing basic functionalities.

· Flexibility: support for multiple media coding standards and multiple scene description languages (e.g. 2D or 3D content, MPEG-4 BIFS or MPEG-4 LASeR). 

· Transportability: support for carriage on any existing transport mechanisms, in particular those defined by MPEG (e.g. ISO base media file format and the MPEG-2 Transport Stream).
Widgets can be processed by entities running on different devices, called Widget Managers, in charge of managing the life cycle of the widgets supporting communications with other entities locally or remotely deployed and enabling widget mobility across devices.

The objective of MPEG-U standardization is to provide normative interfaces between Widgets and Widget Managers, to allow Widgets from different service providers to run, communicate and be transferred within a unique framework. 
The overall architecture is depicted in Figure 2.
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Figure 2. Architecture of MPEG-U Part 1 Widgets
On client devices, the Widget Manager, provides the following functionalities:
· Processing widget packages;

· Managing the life cycle of widgets;

· Managing the communication between widgets and external entities;

· And managing context information for widgets.

The presentation of a scene description of a widget is demanded to a presentation engine, an external entity interfaced with the Widget Manager running on the client device, able to parse and interpret the scene description language. Transport and coding functionalities are also handled by the Widget Manager, exploiting the networking modules and codecs existing on the client device.
According to the standard definition, a widget shall be made of:
· A manifest, i.e. an XML description which serves as an entry point for the widget and provides metadata about the widget (e.g. author name, short title, …),  the format and the URL of the scene descriptions for the declarative representation of the UI,  description of the communication capabilities of the widget;

· optional context information to be used for restoration on a same or different widget manager;

· the main representation of widget, i.e. a set of resources (e.g. scene description data, images, text content, …), allowing a full featured presentation of the widget;

· An iconic representation of the Widget.

In terms of packaging format, a MPEG-U widget can be delivered unpackaged, where the manifest and associated resources are delivered separately; or packaged. The packaged delivery may be used to avoid multiple connections to servers or for distribution convenience reasons. Widgets may be delivered using the packaged format defined by WPC or using a specific ISOFF-based packaged format. The ISOFF-based package is specified for widgets designed around central media resources and enables the playback of these media resources in widget-unaware clients.
Part 2 – Advanced User Interaction (AUI) Interfaces (23007-2)

Technology evolution in the field of user interface has been rapidly progressing for recent years. Even though the most dominant user interaction devices are still mouse, keyboards, and simple remote controllers for TV and PC environments, lots of evidences for using advanced sensing technologies are published. For instance, major game device manufactures released motion-based game titles which are interfaced with a human operator via a motion sensor. On the other hand, MPEG has developed various scene description technologies such as Binary Format for Scenes (BIFS) and Lightweight Application Scene Representation (LASeR). These technologies can be widely used by industries and applications on fixed and mobile devices in order to represent a scene composed of video, audio, 2D graphics objects, and animations. However the current MPEG standards mostly focus on basic interaction devices such as pointing and keying devices. It reflects that the need of describing common data formats for the above mentioned Advanced User Interaction (AUI) interfaces has been highlighted for the improvements of capabilities and the new deployment of interactive rich media services.
This part of ISO/IEC 23007 specifies advanced user interaction interfaces to support various advanced user interaction devices. The AUI interface is a part of the bridge between scene descriptions and system resources. A scene description is a self-contained living entity composed of video, audio, 2D graphics objects, and animations. Through the AUI interfaces or other existing interfaces such as DOM [3] events a scene description accesses interesting system resources to interact with users. In general, a scene composition is conducted by a third party and remotely deployed.

Advanced user interaction devices such as motion sensors and multi touch interfaces generate the physical sensed information from user’s environment. By a recognition process, a set of physical information can be converted to a pattern with semantics which is more useful to a scene description. For instance, some feature points drawn by user’s finger can be understood as a circle which is specified with the center position of a circle and a radius value. Therefore, this part provides a set of data formats which defines geometric patterns, symbolic patterns, touch patterns, posture patterns and their composite patterns.

The geometric patterns are a set of geometric shapes which are recognized with sensed geometric information as 2D or 3D Cartesian positions. Current version of standard defines the following geometric patterns: Point, Line, Rect., Arc and Circle.

Instead of speaking or writing words, simple well-known gestures help to communicate with others. For instance, V sign and Rock sign, which have well-known common semantics, are already used in various circumstances. Therefore, the standard provides a container format for symbolic patterns and a classification scheme to enlist well-known symbolic shapes.

Many applications adopt well-known touch patterns for users who use touch-based interaction devices. In this part, a container format for well-known touch patterns and a classification scheme to enlist basic touch patterns are provided. Also, these touch patterns can be captured via not only touch-based interaction devices but also other intelligent devices.

This part also describes the hand posture patterns to support the intuitive hand based interaction for scene description. For example, if a user wants to control an object in a scene description, the user in the real life makes a hand posture such as grabbing, fist, and open palm which would be a good candidate gesture to support such an interaction modality.
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Figure 3. Architecture of MPEG-U Part 2 Advanced User Interaction Interface
Figure 3 presents the overall architecture of this part of ISO/IEC 23007. User interaction devices such as motion sensors and multi touch interfaces generate the physical sensed information from user’s environment. According to the use cases which are mentioned in the context and objectives document for this part of ISO/IEC 23007, a set of physical information can generate a semantic meaning by a recognition process. For instance, some feature points drawn by user’s finger can be understood as a circle which is specified with a circle center position and a radius value. Therefore, this part of ISO/IEC 23007 provides a set of data formats which describes geometric patterns, symbolic patterns, touch patterns, hand posture patterns and their composite pattern.
Recently various new types of user interaction devices are available on the market such as multi-touch pad, motion sensing remote controller, etc. Figure 2 shows not only the architecture of AUI interfaces but also possible user interaction interfaces. This part of ISO/IEC 23007-2 can be applied to various user interaction devices currently deployed to the market.
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Figure 4. Simple use case to control video program using AUI interfaces
Figure 4 shows a simple use case to control video play with one of Advanced User Interaction devices, motion sensor. A user is watching a baseball program based on the video on demand service already subscribed. The user wants to see the previous video segment and the user makes a counterclockwise gesture with one hand or finger. Since this TV system can recognize several user motions, the TV system detects the user’s arc motion. The TV system generates an arc event which is composed of starting and ending positions in an arc motion. This part of ISO/IEC 23007-2 provides a set of common data formats including the arc motion. Then, fortunately, a scene description already registered those kinds of events based on the AUI interfaces and this scene description can ask the system environment for rewinding.
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