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1 Opening
The 114th MPEG meeting was held in San Diego, CA, USA, 2016/02/22T09:00-26T20:00 

2 Roll call of participants
This is given in Annex 1
3 Approval of agenda 
Tha approved agenda is given in Annex 2
4 Allocation of contributions
This is given in Annex 3
5 Communications from Convenor
There was no communication
6 Report of previous meetings
The following document was approved
	15623
	Report of 113th meeting


7 Workplan management

7.1.1 Media coding

7.1.2 Profiles, Levels and Downmixing Method for 22.2 Channel Programs
The following document was approved
	15999
	ISO/IEC 14496-3:2009/DAM 6, Profiles, Levels and Downmixing Method for 22.2 Channel Programs


7.1.3 Additional Levels and Supplemental Enhancement Information
The following documents were approved

	16030
	Disposition of Comments on ISO/IEC 14496-10:2014/DAM2

	16031
	Text of ISO/IEC 14496-10:2014/FDAM2 Additional Levels and Supplemental Enhancement Information


7.1.4 Progressive High 10 Profile
The following documents were approved

	16032
	Request for ISO/IEC 14496-10:2014/Amd.4

	16033
	Text of ISO/IEC 14496-10:2014/PDAM4 Progressive High 10 Profile, additional VUI code points and SEI messages 


7.1.5 Printing material and 3D graphics coding for browsers
The following document was approved
	16037
	Core Experiments Description for 3DG


7.1.6 Updated text layout features and implementations
The following documents were approved

	15930
	Request for ISO/IEC 14496-22:2015 AMD 2  Updated text layout features and implementations

	15931
	Text of ISO/IEC 14496-22:2015 PDAM 2  Updated text layout features and implementations


7.1.7 Video Coding for Browsers
The Convenor recalled the ITTF letter giving instructions on handling Type 3 declaration that he had distributed on the livelink email system.
The most welcome clarification mandated that VCB activities should be stopped.

He also recalled that the Secretary had incredibly omitted to send the Convenor the Type 3 declaration that ITTF had sent to the Secretariat.

The Convenor also responded orally at the meeting and then in writing (m38221) to the FINB document (m38044).

7.1.8 Internet Video Coding
The following documents were approved

	16034
	Study Text of ISO/IEC DIS 14496-33 Internet Video Coding

	16035
	Internet Video Coding Test Model (ITM) v 14.1

	16036
	Description of IVC Exploration Experiments

	16038
	Draft verification test plan for Internet Video Coding


7.1.9 MVCO Extensions on Time Segments and Multi-Track Audio
The following document was approved
	15936
	WD of ISO/IEC 21000-19:2010 AMD 1 Extensions on Time Segments and Multi-Track Audio


7.1.10 Contract Expression Language
The following documents were approved

	15937
	DoC on ISO/IEC DIS 21000-20 2nd edition Contract Expression Language

	15994
	Text of ISO/IEC IS 21000-20 2nd edition Contract Expression Language


7.1.11 Media Contract Ontology
The following documents were approved

	15939
	DoC on ISO/IEC DIS 21000-21 2nd Media Contract Ontology

	15940
	Text of ISO/IEC IS 21000-21 2nd Media Contract Ontology


7.1.12 User Description
The following documents were approved

	15941
	DoC on ISO/IEC DIS 21000-22 User Description

	15942
	Text of ISO/IEC IS 21000-22 User Description


7.1.13 FU and FN extensions for Parser Instantiation
The following documents were approved

	16041
	Disposition of Comments on ISO/IEC 23002-4:2014/PDAM3

	16042
	Text of ISO/IEC 23002-4:2014/DAM3 FU and FN descriptions for parser instantiation from BSD


7.1.14 Spatial Audio Object Coding
The following document was approved
	16079
	Draft of ISO/IEC 23003-2:2010 SAOC, Second Edition


7.1.15 MPEG Surround Extensions for 3D Audio
The following document was approved
	15934
	Study on ISO/IEC 23003-1:2007/DAM 3 MPEG Surround Extensions for 3D Audio


7.1.16 Support for MPEG-D DRC
The following documents were approved

	16082
	DoC on ISO/IEC 23003-3:2012/DAM 3 Support of MPEG-D DRC, Audio Pre-Roll and IPF

	16083
	Text of ISO/IEC 23003-3:2012/FDAM 3 Support of MPEG-D DRC, Audio Pre-Roll and IPF


7.1.17 Parametric DRC, Gain Mapping and Equalization Tools
The following documents were approved

	16085
	DoC on ISO/IEC 23003-4:2015 PDAM 1, Parametric DRC, Gain Mapping and Equalization Tools

	16086
	Text of ISO/IEC 23003-4:2015 DAM 1, Parametric DRC, Gain Mapping and Equalization Tools


7.1.18 Media Context and Control – Control Information
The following documents were approved

	16109
	Request for ISO/IEC 23005-2 4th Edition Control Information

	16110
	Text of ISO/IEC CD 23005-2 4th Edition Control Information


7.1.19 Media Context and Control – Sensory Information
The following documents were approved

	16111
	Request for ISO/IEC 23005-3 4th Edition Sensory Information

	16112
	Text of ISO/IEC CD 23005-3 4th Edition Sensory Information


7.1.20 Media Context and Control – Virtual World Object Characteristics
The following documents were approved

	16113
	Request for ISO/IEC 23005-4 4th Edition Virtual world object characteristics

	16114
	Text of ISO/IEC CD 23005-4 4th Edition Virtual world object characteristics


7.1.21 Media Context and Control – Data Formats for Interaction Devices
The following documents were approved

	16115
	Request for ISO/IEC 23005-5 4th Edition Data Formats for Interaction Devices

	16116
	Text of ISO/IEC CD 23005-5 4th Edition Data Formats for Interaction Devices


7.1.22 Media Context and Control – Common Types and Tools
The following documents were approved

	16117
	Request for ISO/IEC 23005-6 4th Edition Common types and tools

	16118
	Text of ISO/IEC CD 23005-6 4th Edition Common types and tools


7.1.23 HEVC

The following documents were approved

	16045
	Disposition of Comments on DIS ISO/IEC 23008-2:201x

	16046
	Text of ISO/IEC FDIS 23008-2:201x High Efficiency Video Coding [3rd ed.]

	16048
	High Efficiency Video Coding (HEVC) Test Model 16 (HM16) Improved Encoder Description Update 5

	16049
	HEVC Screen Content Coding Test Model 7 (SCM 7)

	16050
	MV-HEVC verification test report

	16051
	SHVC verification test report

	16052
	Verification test plan for HDR/WCG coding using HEVC Main 10 Profile


7.1.24 Conversion and coding practices for HDR/WCG video
The following document was approved
	16063
	WD of ISO/IEC TR 23008-14 Conversion and coding practices for HDR/WCG video


7.1.25 Additional colour description indicators
The following document was approved
	16047
	WD of ISO/IEC 23008-2:201x/Amd.1 Additional colour description indicators


7.1.26 MPEG-H 3D Audio File Format Support 
The following documents were approved

	16090
	DoC on ISO/IEC 23008-3:2015/DAM 2, MPEG-H 3D Audio File Format Support

	16091
	Text of ISO/IEC 23008-3:2015/FDAM 2, MPEG-H 3D Audio File Format Support


7.1.27 MPEG-H 3D Audio Phase 2
The following document was approved
	16092
	Study on ISO/IEC 23008-3:2015/DAM 3, MPEG-H 3D Audio Phase 2


7.1.28 Carriage of Systems Metadata in MPEG-H 3D Audio
The following document was approved
	16093
	Study on ISO/IEC 23008-3:2015/DAM 4, Carriage of Systems Metadata


7.1.29 3D Audio Profiles
The following document was approved
	16094
	WD on New Profiles for 3D Audio


7.1.30 Point Cloud Compression

The following documents were approved

	16121
	Current status on Point Cloud Compression (PCC)

	16122
	Description of PCC Software implementation 


7.1.31 Free Viewpoint Television
The following documents were approved

	16128
	Results of the Call for Evidence on Free-Viewpoint Television: Super-Multiview and Free Navigation

	16129
	Description of 360 3D video application Exploration Experiments on Divergent multi-view video

	16130
	Use Cases and Requirements on Free-viewpoint Television (FTV) v.3


7.1.32 Future Video Coding

The following documents were approved

	16138
	Requirements for a Future Video Coding Standard v2

	16125
	Presentations of the Workshop on 5G and beyond UHD Media

	16066
	Algorithm description of Joint Exploration Test Model 2 (JEM2)

	16067
	Description of Exploration Experiments on coding tools

	16068
	Call for test materials for future video coding standardization


7.1.33 Digital representations of light fields
The following documents were approved

	16149
	Summary notes of technologies relevant to digital representations of light fields

	16150
	Draft report of the Joint Ad hoc Group on digital representations of light/sound fields for immersive media applications


7.1.34 Genome Compression
The following documents were approved

	16134
	Requirements on Genome Compression and Storage

	16135
	Lossy compression framework for Genome Data

	16136
	Draft Call for Proposal for Genomic Information Compression and Storage

	16137
	Presentations of the MPEG Seminar on Genome Compression Standardization

	16146
	Evaluation Procedure for the Draft Call for Proposals on Genomic Information Representation and Compression 

	16145
	Database for Evaluation of Genomic Information Compression and Storage 

	16147
	Results of the Evaluation of the CfE on Genomic Information Compression and Storage


7.2 Composition coding
7.2.1 MPEG-H Composition Information
The following document was approved
	15970
	Technology under Consideration for ISO/IEC 23008-11 AMD 1


7.3 Description coding

7.3.1 Compact Descriptors for Video Analysis
The following documents were approved

	15938
	Results of the Call for Proposals on CDVA

	16064
	CDVA Experimentation Model (CXM) 0.1

	16065
	Description of Core Experiments in CDVA


7.4 Systems support

7.4.1 Coding-independent codepoints
The following documents were approved

	16039
	Request for ISO/IEC 23001-8:201x/Amd.1

	16040
	Text of ISO/IEC 23001-8:201x/PDAM1 Additional code points for colour description


7.4.2 Media orchestration
The following documents were approved

	16131
	Context and Objectives for Media Orchestration v.3

	16132
	Requirements for Media Orchestration v.3

	16133
	Call for Proposals on Media Orchestration Technologies


7.5 Transport and File formats

7.5.1 Carriage of MPEG-H 3D audio over MPEG-2 Systems
The following documents were approved

	15912
	DoC on ISO/IEC 13818-1:2015 DAM 5 Carriage of MPEG-H 3D audio over MPEG-2 Systems

	15913
	Text of ISO/IEC 13818-1:2015 FDAM 5 Carriage of MPEG-H 3D audio over MPEG-2 Systems


7.5.2 Carriage of Quality Metadata in MPEG-2 Systems
The following document was approved
	15914
	Text of ISO/IEC 13818-1:2015 AMD 6  Carriage of Quality Metadata in MPEG-2 Systems


7.5.3 Virtual segments
The following documents were approved

	15915
	DoC on ISO/IEC 13818-1:2015 PDAM 7 Virtual Segment

	15916
	Text of ISO/IEC 13818-1:2015 DAM 7 Virtual Segment


7.5.4 Signaling of carriage of HDR/WCG video in MPEG-2 Systems
The following documents were approved

	15917
	Request for ISO/IEC 13818-1:2015 AMD 8 Signaling of carriage of HDR/WCG video in MPEG-2 Systems

	15918
	Text of ISO/IEC 13818-1:2015  PDAM 8 Signaling of carriage of HDR/WCG video in MPEG-2 Systems


7.5.5 DRC file format extensions
The following documents were approved

	15922
	DoC on ISO/IEC 14496-12:2015 PDAM 1 DRC Extensions

	15923
	Text of ISO/IEC 14496-12:2015 DAM 1  DRC Extensions


7.5.6 Enhancements to the ISO Base Media File Format
The following document was approved
	15925
	WD of  ISO/IEC 14496-12:2015 AMD 2


7.5.7 Carriage of NAL unit structured video in the ISO Base Media File Format
The following documents were approved

	15927
	Draft DoC on ISO/IEC DIS 14496-15 4th edition

	15928
	Draft text of ISO/IEC FDIS 14496-15 4th edition


7.5.8 MMT

The following documents were approved

	15963
	Description of Core Experiments on MPEG Media Transport

	15964
	Revised text of ISO/IEC 23008-1:201x 2nd edition MMT  


7.5.9 Use of MMT Data in MPEG-H 3D Audio
The following documents were approved

	15958
	DoC on  ISO/IEC 23008-1:201x PDAM 1  Use of MMT Data in MPEG-H 3D Audio

	15959
	Text of  ISO/IEC 23008-1:201x DAM 1  Use of MMT Data in MPEG-H 3D Audio


7.5.10 MMT Enhancements for Mobile Environments

The following documents were approved

	15995
	Request for  ISO/IEC 23008-1:201x AMD 2  Enhancements for Mobile Environments

	15960
	Text of  ISO/IEC 23008-1:201x PDAM 2  Enhancements for Mobile Environments


The following document was approved
	15961
	WD of  ISO/IEC 23008-1:201x AMD 3


7.5.11 Carriage of Green Metadata in an HEVC SEI Message
The following documents were approved

	15948
	DoC on ISO/IEC 23001-11:201x/DAM 1 Carriage of Green Metadata in an HEVC SEI Message

	15949
	Text of ISO/IEC 23001-11:201x/FDAM 1 Carriage of Green Metadata in an HEVC SEI Message


7.5.12 Support for AVC, JPEG and layered coding of images
The following documents were approved

	15972
	Request for ISO/IEC 23008-12 AMD 1 

	15973
	Text of ISO/IEC 23008-12 PDAM 1  Support for AVC, JPEG and layered coding of images


7.5.13 MPEG Media Transport Implementation Guidelines

The following documents were approved

	15976
	DoC for ISO/IEC PDTR 23008-13 2nd edition MPEG Media Transport Implementation Guidelines

	15977
	Text of ISO/IEC DTR 23008-13 2nd edition MPEG Media Transport Implementation Guidelines

	15978
	WD of ISO/IEC 23008-13 3rd edition MPEG Media Transport Implementation Guidelines


7.5.14 DASH

The following documents were approved

	15985
	Technologies under Consideration for DASH

	15986
	Descriptions of Core Experiments on DASH amendment

	15987
	Draft Text of  ISO/IEC 23009-1 3rd edition


7.5.15 Authentication, Access Control and Multiple MPDs
The following documents were approved

	15979
	DoC on ISO/IEC 23009-1:2014 DAM 3 Authentication, Access Control and multiple MPDs

	15980
	Text of ISO/IEC 23009-1:2014 FDAM 3 Authentication, Access Control and multiple MPDs


7.5.16 Segment Independent SAP Signalling, MPD chaining and other extensions
The following documents were approved

	DoC on ISO/IEC 23009-1:2014 PDAM 4 Segment Independent SAP Signalling (SISSI), MPD chaining, MPD reset and other extensions

	Text of ISO/IEC 23009-1:2014 DAM 4 Segment Independent SAP Signalling (SISSI), MPD chaining, MPD reset and other extensions


7.5.17 MPEG-DASH Implementation Guidelines
The following document was approved
	15990
	WD of ISO/IEC 23009-3 2nd edition AMD 1 DASH Implementation Guidelines 


7.5.18 Server and Network Assisted DASH
The following document was approved
	15991
	Study of ISO/IEC DIS 23009-5  Server and Network Assisted DASH


7.5.19 DASH with Server Push and WebSockets
The following documents were approved

	15992
	Request for subdivision of ISO/IEC 23009-6 DASH with Server Push and WebSockets

	15993
	Text of  ISO/IEC CD 23009-6 DASH with Server Push and WebSockets


7.6 Multimedia architecture

7.6.1 MPEG-M Architecture
The following documents were approved

	15952
	DoC on ISO/IEC CD 23006-1 3rd edition Architecture

	15953
	Text of ISO/IEC DIS 23006-1 3rd edition Architecture


7.6.2 MPEG extensible middleware (MXM) API
The following document was approved
	15954
	Text of ISO/IEC IS 23006-2 3rd edition MXM API


7.6.3 MPEG-V Architecture
The following documents were approved

	16106
	Technology under consideration

	16107
	Request for ISO/IEC 23005-1 4th Edition Architecture

	16108
	Text of ISO/IEC CD 23005-1 4th Edition Architecture


7.6.4 Mixed and Augmented Reality Reference Model
The following document was approved
	16119
	Text of ISO/IEC 2nd CD 18039 Mixed and Augmented Reality Reference Model


7.6.5 Media-centric Internet of Things and Wearables
The following documents were approved

	16140
	Overview, context and objectives of Media-centric IoTs and Wearables

	16141
	Conceptual model, architecture and use cases for Media-centric IoTs and Wearables

	16139
	Draft Requirements for Media-centric IoTs and Wearables

	16120
	State of discussions related to MIoTW technologies


7.6.6 Big Media
The following document was approved
	16151
	Thoughts and Use Cases on Big Media


7.7 Application formats

7.7.1 Augmented Reality Application Format
The following document was approved
	16103
	Text of ISO/IEC FDIS 23000-13 2nd Edition Augmented Reality Application Format


7.7.2 Publish/Subscribe Application Format
The following documents were approved

	15944
	DoC on ISO/IEC DIS 23000-16  Publish/Subscribe Application Format

	15945
	Text of ISO/IEC FDIS 23000-16  Publish/Subscribe Application Format


7.7.3 Multisensorial Effects Application Format
The following documents were approved

	16104
	DoC for ISO/IEC 23000-17:201x CD Multiple Sensorial Media Application Format

	16105
	Text of ISO/IEC 23000-17:201x DIS Multiple Sensorial Media Application Format


7.7.4 Omnidirectional Media Application Format
The following documents were approved

	16143
	Requirements for OMAF

	15946
	Technologies under Considerations   for  Omnidirectional Media Application Format


7.7.5 Common Media Application Format 
The following documents were approved

	16144
	Requirements for the Common Media Application Format

	15947
	WD v.1 of  Common Media Application Format


7.7.6 Visual Identiy Management Application Format
The following document was approved
	16142
	Use cases and requirements on Visual Identiy Management AF


7.8 Reference implementation

7.8.1 Reference Software for Internet Video Coding
The following documents were approved

	16026
	Disposition of Comments on ISO/IEC 14496-5:2001/PDAM41

	16027
	Text of ISO/IEC 14496-1:2001/DAM41 Reference Software for Internet Video Coding


7.8.2 Reference Software for Alternative Depth Information SEI message
The following documents were approved

	16028
	Disposition of Comments on ISO/IEC 14496-5:2001/PDAM42

	16029
	Text of ISO/IEC 14496-1:2001/DAM42 Reference Software for Alternative Depth Information SEI message


7.8.3 Reference Software for File Format
The following document was approved
	15935
	WD of ISO/IEC 14496-32  Reference Software and Conformance for File Format


7.8.4 Reference Software and Implementation Guidelines of User Description
The following documents were approved

	15921
	Request for ISO/IEC 21000-22 AMD 1 Reference Software and Implementation Guidelines of User Description

	15943
	Text of ISO/IEC 21000-22 PDAM 1  Reference Software and Implementation Guidelines of User Description


7.8.5 Reference Software for Green Metadata
The following documents were approved

	15950
	Request for ISO/IEC 23001-11 AMD 2 Conformance and Reference Software

	15951
	Text of ISO/IEC 23001-11 PDAM 2 Conformance and Reference Software


7.8.6 Reference Software for Media Tool Library 
The following documents were approved

	16043
	Disposition of Comments on ISO/IEC 23002-5:2013/PDAM3

	16044
	Text of ISO/IEC 23002-5:2013/DAM3 Reference software for parser instantiation from BSD


7.8.7 SAOC and SAOC Dialogue Reference Software
The following document was approved
	16078
	Study on ISO/IEC 23003-2:2010/DAM 5, SAOC Reference Software


7.8.8 Reference Software for DRC
The following documents were approved

	16087
	Request for Amendment ISO/IEC 23003-4:2015/AMD 2, DRC Reference Software

	16088
	ISO/IEC 23003-4:2015/PDAM 2, DRC Reference Software


7.8.9 Reference Software for MPEG-M
The following document was approved
	15955
	Text of ISO/IEC IS 23006-3 3rd edition MXM Reference Software and Conformance


7.8.10 MMT Reference Software
The following documents were approved

	15965
	Text of ISO/IEC IS 23008-4 MMT Reference Software

	15966
	Request for ISO/IEC 23008-4 AMD 1 MMT Reference Software with Network Capabilities

	15967
	Text of ISO/IEC 23008-4 PDAM 1 MMT Reference Software with Network Capabilities


7.8.11 HEVC Reference Software`
The following documents were approved

	16053
	Disposition of Comments on ISO/IEC 23008-5:2015/DAM3

	16054
	Disposition of Comments on ISO/IEC 23008-5:2015/DAM4

	16055
	Text of ISO/IEC FDIS 23008-5:201x Reference Software for High Efficiency Video Coding [2nd ed.]

	16056
	Request for ISO/IEC 23008-5:201x/Amd.1

	16057
	Text of ISO/IEC 23008-5:201x/PDAM1 Reference Software for Screen Content Coding Profiles


7.8.12 3D Audio Reference Software
The following documents were approved

	16095
	3D Audio Reference Software RM6

	16096
	Workplan on 3D Audio Reference Software RM7


7.8.13 MPEG-DASH Reference Software
The following document was approved
	15989
	Work plan for development of DASH Conformance and reference software and sample clients


7.9 Conformance

7.9.1 Internet Video Coding Conformance
The following documents were approved

	16024
	Disposition of Comments on ISO/IEC 14496-4:2004/PDAM46

	16025
	Text of ISO/IEC 14496-4:2004/DAM46 Conformance Testing for Internet Video Coding


7.9.2 Conformance of File Format
The following document was approved
	15935
	WD of ISO/IEC 14496-32  Reference Software and Conformance for File Format


7.9.3 Media Tool Library Conformance
The following documents were approved

	16043
	Disposition of Comments on ISO/IEC 23002-5:2013/PDAM3

	16044
	Text of ISO/IEC 23002-5:2013/DAM3 Reference software for parser instantiation from BSD


7.9.4 Conformance for Green Metadata
The following documents were approved

	15950
	Request for ISO/IEC 23001-11 AMD 2 Conformance and Reference Software

	15951
	Text of ISO/IEC 23001-11 PDAM 2 Conformance and Reference Software


7.9.5 SAOC and SAOC Dialogue Enhancement Conformance
The following document was approved
	16077
	Study on ISO/IEC 23003-2:2010/DAM 4, SAOC Conformance


7.9.6 MPEG-V – Conformance

7.9.7 Conformance of MPEG-M
The following document was approved
	15955
	Text of ISO/IEC IS 23006-3 3rd edition MXM Reference Software and Conformance


7.9.8 MMT Conformance
The following document was approved
	15968
	Workplan of MMT Conformance


7.9.9 HEVC Conformance
The following documents were approved

	16058
	Disposition of Comments on ISO/IEC 23008-8:2015/DAM1

	16059
	Disposition of Comments on ISO/IEC 23008-8:2015/DAM2

	16060
	Disposition of Comments on ISO/IEC 23008-8:2015/DAM3

	16061
	Text of ISO/IEC FDIS 23008-8:201x HEVC Conformance Testing [2nd edition]

	16062
	Working Draft of ISO/IEC 23008-8:201x/Amd.1 Conformance Testing for Screen Content Coding Profiles


7.10 Maintenance

7.10.1 Systems coding standards
The following documents were approved

	15910
	DoC on ISO/IEC 13818-1:2015 AMD 1/DCOR 2

	15911
	Text of ISO/IEC 13818-1:2015 AMD 1/COR 2

	15919
	Text of ISO/IEC 13818-1:2015 DCOR 2

	15920
	Defect Report of ISO/IEC 14496-12

	15926
	Text of ISO/IEC 14496-14 COR 2 

	15929
	Defect Report of ISO/IEC 14496-15

	15932
	DoC on ISO/IEC 14496-30:2014 DCOR 2

	15933
	Text of ISO/IEC 14496-30:2014 COR 2

	15956
	DoC on ISO/IEC 23008-1:2014 DCOR 2

	15957
	Text of ISO/IEC 23008-1:2014 COR 2

	15962
	Defects under investigation in ISO/IEC 23008-1

	15969
	Text of ISO/IEC 23008-11 DCOR 1

	15974
	DoC on ISO/IEC 23008-12 DCOR 1

	15975
	Text of ISO/IEC 23008-12 COR 1

	15974
	DoC on ISO/IEC 23008-12 DCOR 1

	15975
	Text of ISO/IEC 23008-12 COR 1

	15983
	Text of  ISO/IEC 23009-1:2014 DCOR 3

	15984
	Defects under investigation in ISO/IEC 23009-1


7.10.2 Audio coding standards
The following documents were approved

	15998
	Text of ISO/IEC 14496-3:2009/AMD 3:2012/COR 1, Downscaled (E)LD

	15924
	Text of ISO/IEC 14496-5:2001/AMD 24:2009/DCOR 3, Downscaled (E)LD

	16076
	ISO/IEC 23003-2:2010/DCOR 3 SAOC, SAOC Corrections

	16080
	DoC on ISO/IEC 23003-3:2012/Amd.1:2014/DCOR 2

	16081
	Text of ISO/IEC 23003-3:2012/Amd.1:2014/COR 2

	16084
	Defect Report on MPEG-D DRC

	16089
	ISO/IEC 23008-3:2015/DCOR 1 Multiple corrections


8 Organisation of this meeting

8.1 Tasks for subgroups
The following tasks were assigned
	Group
	Std
	Pt
	E/A
	Title

	Requirements
	7
	
	
	Compact Descriptors for Video Analysis

	
	A
	
	
	CMAF

	
	V
	
	
	MioT – MPEG wearable

	
	Exp
	
	
	FTV

	
	Exp
	
	
	Future video coding 

	
	Exp
	
	
	Media orchestration

	
	Exp
	
	
	Genome compression

	
	Exp
	
	
	Everything 3D

	Systems
	2
	1
	A4
	Carriage of additional Audio P&L

	
	
	1
	A5
	Carriage of 3D Audio

	
	
	1
	A6
	Carriage of quality metadata

	
	
	1
	A7
	Virtual segments

	
	4
	15
	E4
	Carriage of layered HEVC

	
	
	
	A2
	Carriage of AVC-based 3D excluding MVC

	
	
	22
	E3
	Open Font Format

	
	
	32
	E1
	FF RS (including SVC FF RS)

	
	21
	22
	E1
	User description

	
	A
	15
	E1
	MPAF

	
	
	16
	E1
	PSAF

	
	
	17
	E1
	Multisensorial AF

	
	
	18
	E1
	MLAF

	
	
	19
	E1
	Screen Sharing AF

	
	
	20
	E1
	Omnidirectional Media AF

	
	
	21
	E1
	CMAF

	
	
	22
	E1
	Identity management AF

	
	B
	8
	A1
	CICP

	
	
	10
	A1
	ROI coordinates

	
	DA
	1
	A3
	Authentication access control and multiple MPD

	
	
	2
	E2
	DASH C&RS

	
	
	3
	E3
	Implementation guidelines

	
	
	5
	E1
	SAND

	
	
	6
	E1
	FDH

	
	H
	1
	A1
	MMT data carriage in 3D Audio

	
	
	
	A2
	Mobile MMT

	
	
	4
	E1
	MMT Reference Software 

	
	
	7
	E1
	MMT Conformance

	
	
	12
	E1
	Storage of image sequences in ISOBMFF

	
	
	13
	E2
	MMT implementation guidelines

	
	M
	1
	E3
	Architecture

	
	
	2
	E3
	MXM Engines and API

	
	
	3
	E3
	Reference software

	
	Exp
	
	
	Media orchestration

	Video
	4
	10
	A2
	Additional levels and SEI

	
	
	
	A4
	Progressive High 10 Profile
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8.2 Joint meetings
The following joint meetings were held
	Groups
	What
	Day
	Time1
	Time2
	Where

	R, V
	HDR
	Mon
	15:30
	16:30
	V

	R, V, VC, VCEG
	HDR, SCC
	Mon
	16:30
	18:00
	VC

	R, V, VCEG
	AVC
	Mon
	18:00
	18:30
	VC

	S, A
	System carriage
	Tue
	09:00
	10:00
	A

	R, V
	CDVA
	Tue
	09:00
	10:00
	R

	R, V, 3
	Everything 3D
	Tue
	10:00
	11:00
	R

	S, R
	CMF, OMAF
	Tue
	12:00
	13:00
	R

	All
	MPEG Vision
	Wed
	11:30
	13:00
	A

	R, V, VCEG, VC
	HDR
	Wed
	11:00
	12:00
	Salon D-E

	JPEG-MPEG
	Joint standards
	Thu
	09:00
	10:00
	JPEG

	A, 3
	3D Audio in VR/AR
	Thu
	10:00
	11:00
	A

	R, A
	3D Audio profiles
	Thu
	11:00
	12:00
	A

	R, 3
	MIoTW
	Thu
	14:00
	15:00
	3

	All
	Communication
	Thu
	16:00
	17:00
	MIssion Beach

	All
	MPEG Vision
	Thu
	16:00
	18:00
	


9 WG management

9.1 Terms of reference
The following document was approved
	16000
	Terms of Reference


9.2 Liaisons
9.2.1 Input liaisons

The following input liaisons were received

	#
	Title
	Source
	Disposition
	

	37576
	Liaison statement
	JTC 1/ WG 10 
	IoT
	3

	37577
	Liaison statement
	SC 37 
	Biometric presentation attack detection
	R

	37578
	ITU-T SG 
	ITU-T SG 16 
	16 on video coding collaboration
	V

	37579
	ITU-T SG 16 
	ITU-T SG 16 
	on discontinued IPTV multimedia application frameworks to include the definition of IPTV in N13952
	S

	37580
	ITU-R SG 6 
	ITU-R SG 6 
	on ITU-R BS.1196-5Audio coding for digital broadcasting
	A

	37581
	JTC 1/WG 10 
	JTC 1/ WG 10 
	Invitation to the 4th JTC 1/WG 10 Meeting, 18th-22nd Jan. 2016
	3

	37582
	JTC 1/WG 10 on 
	JTC 1/ WG 10 
	Logistical information for the 4th JTC 1/WG 10 Meeting
	3

	37583
	Liaison statement
	ITU-T SG 20 
	a new Study Group, IoT and its applications including smart cities and communities (SC&C)
	3

	37584
	Liaison statement
	JTC 1/ WG 10 
	collection of Data related to the Internet of Things
	3

	37585
	Liaison statement
	IETF 
	URI Signing
	S

	37653
	Liaison statement
	ITU-T SG 9 
	Specification of IP-VOD DRM for cable television multiscreen system in Multi-DRM environment
	S

	37654
	HDR
	DVB 
	
	V

	37655
	MPEG-H Audio
	DVB 
	
	A

	37656
	Liaison statement
	3GPP 
	DASH
	S

	37787
	Liaison statement
	DVB 
	TEMI
	S

	37788
	Liaison statement
	ITU-T SG 16 
	HDR
	V

	37899
	MPEG-DASH (N15699)
	DASH IF
	
	S

	38016
	Liaison statement
	ETSI ISG CCM
	HDR
	V

	38040
	Liaison statement
	HbbTV 
	TEMI
	S

	38041
	Revised WD of ISO/IEC 30141 
	JTC 1/ WG 10 
	Internet of Things Reference Architecture (IoT RA)
	3

	38042
	
	JTC 1/ WG 10 
	Request contributions on IoT use cases
	3

	38082
	HDR
	SMPTE
	
	V

	38095
	Liaison statement
	VSF
	higher resolution JPEG 2000 video in MPEG-2 TS 
	S

	37658
	IEC CD 60728-13-1 Ed. 2.0
	IEC TC 100 
	Cable networks for television signals, sound signals and interactive services
	

	37589
	IEC CD 61937-13 and 61937-14
	IEC TC 100 
	Digital audio - Interface for non-linear PCM encoded audio bitstreams
	

	37590
	IEC CD 61937-2 Ed. 2.0/Amd.2
	IEC TC 100 
	Digital audio - Interface for non-linear PCM encoded audio bitstreams
	

	37686
	IEC CD 62608-2 Ed.1.0
	IEC TC 100 
	Multimedia home network configuration - Basic reference model
	

	37591
	IEC CD 63029 [IEC 100/2627/CD] 
	IEC TC 100 
	Multimedia e-publishing and e-book technologies - Raster-graphics image-based e-books
	

	37592
	IEC CD 63029 [IEC 100/2627A/CD] 
	IEC TC 100 
	Multimedia e-publishing and e-book technologies - Raster-graphics image-based e-books (Titre) : Introductory note
	

	37650
	IEC CDV 62394/Ed.3
	IEC TC 100 
	Service diagnostic interface for consumer electronics products and networks
	

	37595
	IEC CDV 62680-1-3, 62680-3-1 and 62943
	IEC TC 100 
	Universal Serial Bus Type-CTM Cable and Connector Specification, Revision 1.1
	

	37586
	IEC CDV 62766-4-1, 62766-4-2, 62766-5-1, 62766-5-2, 62766-6, 62766-7 and 62766-8
	IEC TC 100 
	Open IPTV Forum (OIPF) consumer terminal function and network interfaces for access to IPTV and open Internet multimedia services
	

	37657
	IEC CDV 62827-3 Ed. 1.0
	IEC TC 100 
	Wireless Power Transfer - Management
	

	37659
	IEC CDV 62943/Ed. 1.0
	IEC TC 100 
	Visible light beacon system for multimedia applications
	

	37598
	IEC CDV 63002 Ed. 1.0
	IEC TC 100 
	Identification and communication interoperability method for external power supplies used with portable computing devices
	

	37660
	IEC CDV 63002 Ed.1.0
	IEC TC 100 
	Identification and communication interoperability method for external power supplies used with portable computing devices
	

	37588
	IEC CDV 63028 Ed. 1.0
	IEC TC 100 
	Wireless Power Transfer - Magnetic Resonance Interoperability
	

	
	
	
	
	

	37596
	IEC CDV 
	IEC TC 100 
	MIDI (MUSICAL INSTRUMENT DIGITAL INTERFACE) SPECIFICATION 1.0 (ABRIDGED EDITION, 2015)MIDI (MUSICAL INSTRUMENT DIGITAL INTERFACE) SPECIFICATION 1.0
	

	37587
	IEC DTR 62921 Ed. 2.0
	IEC TC 100 
	QUANTIFICATION METHODOLOGY FOR GREENHOUSE GAS EMISSIONS FOR COMPUTERS AND MONITORS
	

	37651
	IEC 
	IEC TC 100 
	NP Microspeakers
	

	37597
	IEC 
	IEC TC 100 
	NP MIDI (MUSICAL INSTRUMENT DIGITAL INTERFACE) SPECIFICATION 1.0 (ABRIDGED EDITION, 2015)
	

	37652
	IEC 
	IEC TC 100 
	NP Multimedia Vibration Audio Systems - Method of measurement for audio characteristics of audio actuator by pinna-conduction
	

	37593
	IEC 
	IEC TC 100 
	NP: Universal Serial Bus interfaces for data and power - Part 3-1
	

	37594
	IEC 
	IEC TC 100 
	NP: Universal Serial Bus interfaces for data and power - Part 1-3
	

	37661
	IEC TR 62935 Ed1.0
	IEC TC 100 
	TECHNICAL REPORT OF MEASUREMENT METHODS – High Dynamic Range Video
	

	37685
	IEC TS 63033-1
	IEC TC 100 
	CAR MULTIMEDIA SYSTEMS AND EQUIPMENT – DRIVE MONITOR SYSTEM
	


9.2.2 Output liaisons
The following output liaisons were sent

	16148
	Liaison with TC 276

	16126
	Liaison to JTC 1/WG 9

	16015
	Liaison Statement to IETF on URI signing 

	16016
	Liaison Statement template on DASH with Server Push and WebSockets 

	16017
	Liaison Statement to 3GPP on DASH 

	16018
	Liaison Statement to DASH-IF on DASH

	16019
	Liaison Statement to DVB on TEMI

	16020
	Liaison Statement to HbbTV on TEMI

	16021
	Liaison Statement  template on Common Media Application Format

	16022
	Liaison Statement  template on HEVC sync samples in ISO/IEC 14496-15

	16023
	Liaison Statement to SCTE on Virtual Segments and DASH

	16069
	Liaison statement to ITU-T SG 16 on video coding collaboration 

	16070
	Liaison statement to DVB on HDR 

	16071
	Liaison statement to ATSC on HDR/WCG 

	16072
	Liaison statement to ITU-R WP6C on HDR 

	16073
	Liaison statement to ETSI ISG CCM on HDR 

	16074
	Liaison statement to SMPTE on HDR/WCG 

	16097
	Liaison Statement to DVB on MPEG-H 3D Audio

	16098
	Liaison Statement Template on MPEG-H 3D Audio

	16099
	Liaison Statement to ITU-R Study Group 6 on BS.1196-5

	16100
	Liaison Statement to IEC TC 100

	16101
	Liaison Statement to IEC TC 100 TA 4

	16102
	Liaison Statement to IEC TC 100 TA 5

	16123
	Liaison Statement to JTC1 WG10 related to MIoT

	16124
	Liaison Statement to ITU-T SG20 related to MIoT


9.2.3 Statement of benefits

The following document was approved
	16075
	Statement of benefit for establishing a liaison with DICOM


9.2.4 Organisations in liaison

The following document was approved

	16011
	List of organisations in liaison with MPEG


9.3 Ad hoc groups
The following document was approved

	15905
	List of AHGs Established at the 114th Meeting


9.4 Asset management
The following documents were approved

	16005
	Schemas

	16006
	Reference software

	16007
	Conformance

	16008
	Content

	16009
	URIs


9.5 IPR management
The following document was approved

	16010
	Call for patent statements on standards under development


9.6 Work plan and time line
The following documents were approved

	16001
	MPEG Standards

	16002
	Table of unpublished FDIS 

	16003
	MPEG Work plan 

	16004
	MPEG time line

	16013
	Complete list of all MPEG standards

	15971
	MPEG Strategic Standardisation Roadmap


10 Administrative matters

10.1 Schedule of future MPEG meetings
The following meeting schedule was approved

	#
	City
	Country
	yy
	mm-mm
	dd-dd

	115
	Geneva
	CH
	16
	05-06
	30-03

	116
	Chengdu
	CN
	16
	10
	17-21

	117
	Geneva
	CH
	17
	01
	16-20

	118
	Hobart
	AU
	17
	04
	03-07

	119
	Torino
	IT
	17
	07
	17-21

	120
	??
	??
	17
	10
	23-27

	121
	??
	??
	18
	01
	22-26

	122
	??
	??
	18
	04
	16-20


10.2 Promotional activities
The following documents were approved

	15996
	White Paper on MPEG-21 Contract Expression Language (CEL) and MPEG-21 Media Contract Ontology (MCO) 

	15997
	White Paper on the 2nd edition of ARAF

	15907
	Press Release of the 114th Meeting


11 Resolutions of this meeting
These were approved
12 A.O.B.
There was no other business
13 Closing
Meeting closed at 2016/02/26T20:00
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1 Record of AhG meetings
1.1 AhG on 3D Audio Phase II

A meeting of the AhG on 3D Audio was held the 1300 – 1800 hrs on the Sunday prior to the 114th meeting of WG11 at the MPEG meeting venue.

3D Audio Phase 2 CEs
Total Components Coding (TCC)

Lukasz Januszkiewicz, Zylia, presented

	m37930
	Zylia Poznan Listening Test Site Properties
	Jakub Zamojski, Lukasz Januszkiewicz, Tomasz Zernicki
	


The contribution presents details on the Zylia listening room. This room meets BS.1116 requirements in terms of

· Aspect ratio

· Reverberation time as a function of frequency

Speakers are on the surface of a cylinder with radius of approximately 3 meters. 
Lukasz Januszkiewicz, Zylia, presented

	m37932
	Corrections and clarifications on Tonal Component Coding
	Lukasz Januszkiewicz, Tomasz Zernicki
	


The contribution proposes syntax changes 

· Add one bit and define a 2-bit field tccMode in the config() 

This permits a one or alternatively two TCC “packets” of data per CPE. 

Other corrections are proposed that that are either purely editorial or make specification text conform to reference software. 

All experts present in the AhG meeting agreed to recommend to the Audio Subgroup to incorporate all changes in the contribution into a Study on MPEG-H 3D Audio DAM3 output document.
Christian Neukam, FhG-IIS, presented

	m37947
	Listening Test Results for TCC from FhG IIS
	Sascha Dick, Christian Neukam
	


The contribution reports on a cross-check listening test on the proposed Zylia TCC Core Experiment. In the test

· Sys1
RM

· Sys2
CE technology using OFDT-based synthesis

In absolute MUSHRA scores, no items different, mean not different

In differential MUSHRA scores, 1 item better for Sys2, mean not different, but mean value better by 1 MUSHRA point.

Lukasz Januszkiewicz, Zylia, presented

	m37933
	Low Complexity Tonal Component Coding
	Tomasz Zernicki, Lukasz Januszkiewicz, Andrzej Rumiaski, Marzena Malczewska
	


The contribution, along with the previous cross-checks, consists of a complete CE proposal.
The contribution explores whether a Low Compexity TCC might be appropriate for the Low Complexity Profile. The “RM” baseline was

· MPEG-H 3DA LC RQE with IGF active

The point of the experiment is that the TCC is able to work with the IGF tool. The contribution reports on a listening test on the proposed Zylia TCC Core Experiment. In the test

· Sys1
RM

· Sys2
CE technology using ODFT-based synthesis

In absolute MUSHRA scores, no items different, mean not different

In differential MUSHRA scores, 3 items better for Sys2, mean better, mean value better by 1.5 MUSHRA point.

The presenter noted that the number of Tonal Components is typically small (e.g. less than 3 per core channel), in which case the Time Domain tone synthesis technique would fit with a Low Complexity use case. The presenter noted that low complexity could be guaranteed via restrictions 

The Chair clarified that the following issues and questions are on the table:

· TCC works with IGF (as demonstrated in the listening test)

· We might assume that TD synthesis is higher quality that ODFT synthesis

· We need to investigate the maxium number of TC per core audio channel

This will continue to be discussed and brought up later in the week.
High Resolution Envelope Processing (HREP)

Seungkwon Beack, ETRI, presented

	m37833
	ETRI's cross-check report for CE on High Resolution Envelope Processing
	Seungkwon Beack, Taejin Lee
	


The contribution presents a cross-check listening test or HREP. Tested were:

· 48 kb/s, 128 kb/s

· 8 items (stereo)

· 11 listeners

· Listening via headphones

· Sys1 – HREP

· Sys2: - 3D Audio RM

48 kb/s

· Absolute: 4 better, overall better

· Differential: 8 better (i.e. all better), overall better by 9 points (value is ~65)
128 kb/s

· Absolute: 1 better, overall better

· Differential: 2 better, overall better. Overall better by 2 points (value is ~92)

The Chair presented, on behalf of FhG-IDMT experts

	m37715
	Cross Check Report for CE on HREP (Test Site Fraunhofer IDMT)
	Judith Liebetrau,  Thomas Sporer, Alexander Stojanow
	


The contribution presents a cross-check listening test or HREP

5.1 channel, 128 kb/s

· Absolute: no difference

· Differential: 3 better (only applause items), overall no difference
Stereo, 48 kb/s

· Absolute: overall better

· Differential: 5 better, overall better
Stereo 128 kb/s

· Absolute: no difference

· Differential: no difference

Christian Neukam, FhG-IIS, presented
	m37889
	3DA CE on High Resolution Envelope Processing (HREP)
	Sascha Disch, Florin Ghido, Franz Reutelhuber, Alexander Adami, Juergen Herre
	


The contribution, along with the previous cross-checks, consists of a complete CE proposal.
The presenter motivated the need for the HREP tool – in short that applause-like signals are common in many scenarios, particularly broadcast of live performances.

The technology is an independent, single-channel pre- and post-processing tool whose side information rate is 1 to 4 kb/s for stereo (i.e. 2 channels). 

Complexity is dominated by the 50% overlap real-valued DFT/IDFT, which is approximately 2.7 WMOPS. Worst case is 3.4 WMOPS when other processing is added.

For LC Profile, it is proposed to limit the number of HREP for channels/objects. Further, the presenter noted that if the gain is 1, then the DFT/IDFT does not need to be executed. For LC Profile, it is proposed that HREP 

· No more than 8 core audio channels use HREP at any instant

· No more than 50% HREP frames (i.e. the 64-frame hop) are active with HREP.

The presenter showed activation plots (not included in the contribution) that indicated that HREP is active for almost 100% of the frames for the applause items, and almost none of the frames for one non-applause item. 

The presenter noted that, to a large extent, the HREP coding is independent of core coder bitrate. 

FhG-IIS conducted the same listening tests as reported in the previous cross-checks. The test items in these tests were:

5.1 channel, 128 kb/s

· 7 applause items

Stereo, 48 kb/s and 128 kb/s

· 11 MPEG Surround item, plus 2 additional applause items

Test results were:

5.1 channel, 128 kb/s

· differential: 4 better, overall better

48 kb/s stereo

· 2 better in absolute score

· 7 of 8 better in differential, overall better, mean improvement more than 10 mushra points

128 kb/s stereo

· 2 better, overall better in absolute by 5 mushra points

· 6 of 8 better in differential, mean better
The contribution presented in ANNEX B test outcomes when all listening test data is pooled .
5.1 channel, 128 kb/s

· 4 better, overall better

48 kb/s stereo

· 8 (all) better in differential, by as much as 15 mushra points, overall better, by 10 mushra points

128 kb/s stereo

· 6 better in differential, overall better. Overall improvement of 3 mushra points.

There was some discussion as to exactly where the HREP post-processor was in the 3D Audio decoder. The presenter noted that a figure in the contribution makes this very clear. It was concluded that HREP is applicable to channels and discrete objects (i.e. not SAOC objects). The contribution does not cover HOA content, and the Chair concluded that it may be too late in the Phase 2 timeline to contemplate application to HOA content.

In summary, the contribution requests

· That HREP technology be accepted into the MPEG-H 3D Audio standard

· That HREP be included in the LC Profile with the recommended constraints

All experts present in the AhG meeting agreed to recommend to the Audio Subgroup to incorporate the HREP technology into a Study on MPEG-H 3D Audio DAM3 output document and also into the High Profile.
Issues of acceptance into LC profile will continue to be discussed.
HOA Issues

Gregory Pallone, Orange, presented

	m37894
	Proposed modifications on MPEG-H 3D Audio
	Gregory Pallone
	


The contribution notes that when presenting via loudspeakers and listening in the near field, the perceived spatial cues, e.g. interaural level, may be incorrect. It gives use cases in which such near-field listening will occur, e.g. inside a car.
The results of an experiment are reported, in which far-field and near-field presentation are simulated using binaural rendering and presentation. Near Field Compensation (NFC) simulates moving the speakers further from the listener. 

The contribution proposes to modify the 3D Audio specification in two places as follows:

Preprocessing block NFC processing (should be switched active if UseNfc is true and the speaker listener distance rmax is samller NfcReference Distance), pre-processing block DRC-1 for HOA and as an alternative to rendering to loud-speakers, a computational efficient binaural rendering directly using the HOA coefficients (H2B, see 13.3.1). Computational more efficient but mathematically equivalent ways to implement the processing chain may be found in Annex G.

with:

Preprocessing block NFC processing (should be switched active if rmax < NfcReferenceDistance in case UsesNfc flag is active, or if rmax < 1.5 meters in case UsesNfc flag is inactive, with rmax the maximum speaker distance of the listening setup), pre-processing block DRC-1 for HOA and as an alternative to rendering to loud-speakers, a computational efficient binaural rendering directly using the HOA coefficients (H2B, see 13.3.1). Computational more efficient but mathematically equivalent ways to implement the processing chain may be found in Annex G.

Nils Peters, Qualcomm, noted that the contribution uses a very regular set of loudspeaker positions, and wondered if the tested quality might be less with e.g. the MPEG-H 3D Audio 22.2 loudspeaker positions. 

Oliver Weubolt, Technicolor, questioned how realistic or prevelant is the use case of the close-placed loudspeaker listening. 
The Chair asked experts work together to draft the intent of the Orange proposal in more clear and concise language. This topic will continue to be discussed.
AhG Report

The Chair presented

	m37901
	Report of AHG on 3D Audio and Audio Maintenance
	Schuyler Quackenbush


Experts agreed that the report represents the AhG activity. The Chair will upload it as a contribution document.

The AhG meeting was adjourned at 5:50pm

2 Opening Audio Plenary

The MPEG Audio Subgroup meeting was held during the 114th meeting of WG11, February 22-26, San Diego, USA.  The list of participants is given in Annex A.  

3 Administrative matters

3.1 Communications from the Chair

The Chair summarised the issues raised at the Sunday evening Chair’s meeting, proposed task groups for the week, and proposed agenda items for discussion in Audio plenary. 

3.2 Approval of agenda and allocation of contributions

The agenda and schedule for the meeting was discussed, edited and approved. It shows the documents contributed to this meeting and presented to the Audio Subgroup, either in the task groups or in Audio plenary. The Chair brought relevant documents from Requirements, Systems to the attention of the group. It was revised in the course of the week to reflect the progress of the meeting, and the final version is shown in Annex B.

3.3 Creation of Task Groups

Task groups were convened for the duration of the MPEG meeting, as shown in Annex C. Results of task group activities are reported below.

3.4 Approval of previous meeting report

The Chair asked for approval of the 113th Audio Subgroup meeting report, which was registered as a contribution. The report was approved.

	m37805
	113th MPEG Audio Report
	Schuyler Quackenbush
	


3.5 Review of AHG reports 

There were no requests to review any of the AHG reports. 
	m37902
	AHG on 3D Audio and Audio Maintenance
	ISO secretariat
	

	m37901
	AHG on Responding to Industry Needs on Adoption of MPEG Audio
	ISO secretariat
	


3.6 Ballots to process
The following table indicates the ballots to be processed at this meeting.

	WG11 Doc
	Title
	Closes
	Ballot

	15166
	ISO/IEC 13818-1:201x/DAM 5
	2015-12-25
	37555

	15826
	ISO/IEC 14496-3:2009/Amd.3:2012/DCOR 1
	2016-02-10
	37573

	15828
	ISO/IEC 14496-3:2009/PDAM 6, Profiles, Levels and Downmixing Method for 22.2 Channel Programs
	2015-12-26
	37553

	15838
	ISO/IEC 23003-3:2012/Amd.1:2014/DCOR 2
	2016-01-26
	37640

	15392
	ISO/IEC 23003-3:2012/DAM 3 DRC and IPF
	
	37560

	15842
	ISO/IEC 23003-4:2015 PDAM 1, Parametric DRC, Gain Mapping and Equalization Tools
	
	37643

	15847
	ISO/IEC 23008-3:2015/DAM 2, MPEG-H 3D Audio File Format Support
	
	37559


3.7 Received National Body Comments and Liaison matters
The Liaison statements were presented, discussed, and resources to draft responses were allocated.

	Number
	Title
	Topic

	m37580
	Liaison Statement from ITU-R SG 6 on ITU-R BS.1196-5
	ITU-R SG 6 via SC 29 Secretariat

	m37655 
	m37655:  Liaison Statement from DVB on MPEG-H Audio
	DVB

	m37589
	IEC CD 61937-13 and 61937-14
	IEC TC 100 via SC 29 Secretariat

	m37590
	IEC CD 61937-2 Ed. 2.0/Amd.2
	IEC TC 100 via SC 29 Secretariat

	m37596
	IEC CDV MIDI (MUSICAL INSTRUMENT DIGITAL INTERFACE) SPECIFICATION 1.0 (ABRIDGED EDITION, 2015)
	IEC TC 100 via SC 29 Secretariat

	m37597
	IEC NP MIDI (MUSICAL INSTRUMENT DIGITAL INTERFACE) SPECIFICATION 1.0 (ABRIDGED EDITION, 2015)
	IEC TC 100 via SC 29 Secretariat

	m37651
	IEC NP Microspeakers
	IEC TC 100 via SC 29 Secretariat

	m37652
	IEC NP Multimedia Vibration Audio Systems - Method of measurement for audio characteristics of audio actuator by pinna-conduction
	IEC TC 100 via SC 29 Secretariat

	m37658
	IEC CD 60728-13-1 Ed. 2.0
	IEC TC 100 via SC 29 Secretariat


3.8 Joint meetings

	Groups
	What
	Where
	Day
	Time

	Audio, Systems
	Carriage of MPEG-H Systems data in MPEG-H 3D Audio

m37531
Study Of 23008-3 DAM4 (w15851) - Carriage Of Systems Metadata, Michael Dolan, Dave Singer, Schuyler Quackenbush
m37896 Study on Base Media File Format 14496-12 PDAM1
	Audio
	Tue
	0900-1000

	All
	MPEG Vision
	Audio
	Wed
	1130-1300

	Audio, 3DV
	MPEG-H 3D Audio and VR, AR
	Audio
	Thu
	1000-1100

	Audio, Req
	Possible future MPEG-H 3D Audio profiles

m37832
MPEG-H Part 3 Profile Definition
	Audio
	Thu
	1100-1200

	All
	360 Media
	Audio
	Thu
	1530-1600


3.9 Plenary Discussions
Henney Oh, WILUS, presented

	m37987
	Information on Korean standard for terrestrial UHD broadcast services
	Henney Oh
	


The presenter reviewed the information from NGBF (m37104) that was submitted to the 113th MPEG meeting. At this meeting, this contribution notes that MPEG-H 3D Audio was selected and as the audio broadcast technology, and specifically the Low Complexity Profile. Schedule

· 2Q trial

· 4Q public roll-out

The NGBF envisions 16-channel input and 12-channel output. 

The Chair was delighted to state that the Korean NGBF is the first customer of MPEG-H 3D Audio. 
4 Task group activities
In this report consensus positions of the Audio subgroup are highlighted in yellow. Other text captures the main points of presentations and subsequent discussion.
4.1 Joint Meetings 

4.1.1 With Systems on 3D Audio PDAM 4

The Audio Chair presented

	m37531
	Study Of 23008-3 DAM4 (w15851) - Carriage Of Systems Metadata
	Michael Dolan, Dave Singer, Schuyler Quackenbush 
	


The contribution proposes to replace the DAM4 text from the 113th meeting with new text that specifies a new signalling mechanism using UUID as opposed to a field value specified in the MPEG-H 3D Audio specification.

It was the consensus of the Audio and Systems experts to issue the contribution text as Study on ISO/IEC 23008-3 DAM4.
	m37896
	Study on Base Media File Format 14496-12 PDAM1
	
	


It was the consensus of the Audio and Systems experts to issue the contribution text as ISO/IEC 14496-14/DAM 1. The ballot comments were reviewed and an acceptable response was determined. 

4.1.2 With All on MPEG Vision

Rob Koenen, TNO, reviewed N15724, from the 113th meeting, which captured the status of MPEG Vision. Many experts contributed to the discussion. 

The concept of MPEG Vision is

· A 5 year time horizon

· Stakeholders

· Industry that uses MPEG specifications

· Companies and institutions that participate in MPEG 

· The organizations in liaison with MPEG

· Establish dialog with industry, via WG11 output documents, to bring MPEG Vision to their attention for both participation and feedback

Vision topics are succinctly captured in an Annex of N15724

A next version of the MPEG Vision document could be in the following format:

· Introduction

· MPEG technology has enabled new markets

· MP3 enabled Internet music delivery

· Media compression that enabled wireless streaming media to SmartPhones

· Why MPEG is uniquely able to address the emerging needs of industry (high quality technology due to internal competitive phase, rigorous conformance and reference software testing).

· Emerging Trends

· Increasing supply and demand of media

· Social media

· Mobile high-speed networking

· That is always available

· Broadband/Broadcast convergence

· Internet of Things

· Cloud computing and storage

· Big Data, machine learning, search and discovery

· Using above to improve customer experience (the “individual” end-user and the business application user).

· Facilitating richer media authoring and presentation

· Facilitating richer user to user communication 

· Facilitate seamless media processing chains, e.g. via Common Media Format

· Issues

· Security

· Specific Topic Keywords (e.g. taken from aspects of Trends), followed by several sentences of exciting text. It may be desirable to also have a figure to communicate more effectively.

· Each specific topic could be associated with 30 seconds of evangelizing video, to be compiled into the “MPEG Vision Video”

· Specific ask to potential customers:

· What are roadblocks?

· What is level of interest?

· When is it needed?

What will MPEG offer between now and 2020?
What can Audio experts contribute? At least a summary of emerging trends in audio and more specifically, audio compression.
4.1.3 With 3DG on Interactive 360 degree Media, VR and AR

The Chair showed figure from 113th Audio report on the Interactive 360 degree Media joint meeting and noted that objects in the VR model have both (yaw, pitch, roll) and (x, y, z) parameters. The 3DV Chair noted that objects can be virtual sound sources, “users” or even rooms. In this respect, rooms can also have associated reverberation properties. The Audio Chair noted that if a higher level process (e.g. visual engine) in Augmented Reality use case assesses room properties such as dimension, acoustic reflectivity, reverberation, then Audio can react to Augmented Reality is the same way as Virtual Reality.

This need may trigger Audio to define interfaces to AR or VR engines and also create acoustic simulation (e.g. reverberation) technology.
4.1.4 With Requirements on New Profile Proposal

Christof Fersch, Dolby, presented

	m37832
	MPEG-H Part 3 Profile Definition
	Christof Fersch
	


This is a joint input contribution from Dolby, DTS, Zylia, which proposes a new profile. The presenter noted that the proposed new profile has two main objectives:

· Efficient support of object-based immersive content

· Efficient integration into products supporting multiple formats

It is anticipated that a renderer would be out of scope for this profile, such that device manufacturers could add value or differentiate with their own renderer.

Relative to LC profile, it proposed tools

· Add: eSbr, MPS212, SAOC-3D, IC, TCC

· Remove: Format Converter, Object Renderer, HOA, Binaural, System metadata carriage

Jon Gibbs, Huawei, stated that Huawei supports the proposed profile since they desire to provide their own renderer.

Marek Domanski Polish National Body, stated support for a profile that does not include a renderer.

Max Neuendorf, FhG-IIS, noted that requested profile fails to address requirement of rendering.

Deep Sen, Qualcomm, asserted that the authors of the contribution are also the main competitors with MPEG-H 3D Audio in the marketplace. He further noted that a normative behaviour, including rendering, permits broadcasters to fulfil the regulatory requirements of e.g. the CALM act.

Juergen Herre, IAL/FhG-IIS, noted that SAOC-3D cannot provide high-quality individual objects as envisioned by the contribution. 

Gregory Pallone, Orange, expressed the point of view of Orange as a broadcaster. Orange does not support non-normative rendering, and is concerned about using only some other renderer.

Matteo Naccari, BBC, stated that BBC wishes to have complete control of the complete broadcast chain, and hence does not support this proposal. 

Jon Gibbs, Huawei, noted that this a fourth profile in MPEG-H 3D Audio. Huawei supports the possibility of providing its own renderer as a means to differentiate their products in the market. Further, he stated that Huawei, as a mobile handset device manufacturer, is very familiar with standards where end-to-end quality needs to be maintained and in those markets the network operators subsidise the handsets in order to justify this end-to-end control. 

David Daniels, Sky Europe, stated support for the proposed profile. 

Ken McCann, speaking as DVB liaison officer, noted that the Liaison to MPEG from DVB in m37655 includes DVB’s Commercial Requirements for Next Generation Audio which reflects opinions expressed in the room –that there is support for both normative and informative renders.
Yasser Syed, Comcast, stated that profiles should be responsive to market needs. 

Matteo Naccari, BBC, stated that when broadcast consumers complain, they complain to BBC. 
The Chair proposed that Audio experts draft a WG11 document that captures the proposal for careful study but on a timeline independent of DAM 3.
In addition, Audio could draft a resolution requesting that experts in the broadcast industry review the document and comment via contribution documents.

Furthermore, Audio could draft a Liaison template addressed to appropriate application standards organizations.
4.1.5 With All on Joint work between JPEG and MPEG 

The AhG Chair, Arienne Hines, CableLabs, gave a presentation on the plan for joint work. She presented a diagram on workflow, which Audio experts can find in the notes on the Joint Meeting on 360 degree Media as documented in the 113th MPEG Audio report.

Visual experts have proposed a Light Field representation. The Audio Chair stated that Audio experts could envision sound field analysis/synthesis as being applicable. 

The work address end-to-end workflow, and the goal of the joint meeting was to fill in the headings for Audio. Candidate headings were:

· Audio Applications of Conceptual Workflow

· Technologies supporting Audio 

· Attributes and Commonalities of Audio Technologies

Marius Preda, Univ Mines, noted that there can be sound fields and sound objects, and that both may be appropriate for this study.

Interested Audio experts will follow this work and progress document N16150 and N15971.
4.2 Task Group discussions

4.2.1 3D Audio Phase 1
Phase I Corrections

Max Neuendorf, FhG-IIS, presented

	m37885
	Proposed DCOR to MPEG-H 3D Audio edition 2015
	Max Neuendorf, Achim Kuntz, Simone Fueg, Andreas Hoelzer, Michael Kratschmer, Christian Neukam, Sascha Dick, Elena Burdiel, Toru Chinen 
	


The contribution proposed numerous corrections and clarifications to the 3D Audio base text.

The Chair noted that, procedurally, it is proper to address Phase 1 corrections with a DCOR, and Phase 2 corrections with a Study on text, but at the 115th MPEG meeting is it expected that both texts are merged to create MPEG-H 3D Audio Second Edition.

The presenter reviewed the corrections proposed in the contribution.

Gregory Pallone, Orange, noted that in HOA binaural rendering there can be two BRIR filter sets: normal and H2B, and that this conflicts with the proposed change: signalling which BRIR to use. The presenter stated that he would consult with BRIR experts back at the office and bring back a recommendation for further discussion. 

With the exception of one proposed correction discussed in the preceding paragraph, it was the consensus of the Audio subgroup to incorporate all changes proposed in the contribution into ISO/IEC 23008-3:2015/DCOR 1 Corrections, to issue from this meeting.
4.2.2 3D Audio AMD 3 (Phase 2)

Kai WU, Panasonic Singapore, presented

	m37827
	Proposed simplification of HOA parts in MPEG-H 3D Audio Phase 2
	Hiroyuki EHARA, Sua-Hong NEO, Kai WU
	


The contribution raises concerns on Near Field Compensation (NFC) in LC Profile. 

The contribution notes the following:

To avoid creating such a confusing and difficult standard, this alternative option between “lower HOA order with NFC” and “higher HOA order without NFC” should be removed, and the low complexity should be guaranteed for the HOA tools. There are four options of countermeasure as follows:

1)  Always enable NFC (no order restriction on the NFC usage)

2)  Always enable NFC (reduce the HOA order restriction in each level to the order where NFC can be applied)

3)  Always disable NFC (LCP does not support NFC)

4)  Disable HOA (LCP does not support HOA)

The contribution discusses how each option could be specified in the LC profile text.

In conclusion, the presenter stated support for option 3), which would require the following text:

If option-3 is chosen,

a) remove NFC from LCP in Table P1 in [1] and the corresponding “Note 1”,

b) change the “Note 6” in Table P1 in [1] to “Note 6: In order to meet target complexity for the profile/levels, implementers shall use the low-complexity HOA decoder and renderer”,
c) remove NFC processing text after Table P4 in [1], and
d) add the following text in the introduction part of Section 18 in [1]: “This section specifies the low-complexity HOA decoding and rendering algorithm. In the low-complexity profile, this section overrides the original sections of “HOA decoding” and “HOA rendering” for achieving a reduced complexity, otherwise this section is informative.”

The Chair noted that there are two components to the option 3 proposal:

· Remove NFC from LC Profile

· Mandate use of the low complexity HOA decoding found in Annex G

Max Neuendorf, FhG-IIS, stated that “option 3” proposal would lead to simpler, lower-complexity implementations. 

The Chair recommended that experts continue to discuss the issues raised by the Orange 

Oliver Wuebbolt, Technicolor, presented

	m37770
	Corrections and Clarifications on MPEG-H 3D Audio DAM3
	Oliver Wuebbolt, Johannes Boehm, Alexander Krueger, Sven Kordon, Florian Keiler
	


The contribution proposed corrections and clarifications to the DAM3 text concerning HOA processing.

· Clarification of the order of DRC and NFC processing, with both text and a figure.

· Restrict application of NFC to only one HOA channel group

· Other corrections and clarifications

There was discussion on NFC and HOA channel groups between Gregory Pallone, Orange and the presenter. The Chair suggested that this one topic needs further discussion. 

With the exception of NFC and HOA channel groups, it was the consensus of the Audio subgroup to incorporate all changes proposed in the contribution into the Study on ISO/IEC 23008-3:2015/DAM 3, to issue from this meeting.
Nils Peters,  Qualcomm, presented

	m37874
	Thoughts on MPEG-H 3D Audio
	Nils Peters,  Deep Sen, Jeongook Song, Moo Young Kim
	


The contribution has two categories of proposals

· Extension of CICP tables

· HOA issues

Pre-binauralized Stereo

It proposes to signal “stereo that is binauralized” as a CICP index, specifically index 21. This must be added to a table in MPEG-H and a table in CICP . Further, such signals should be normatively specified to be processed with only certain outputs. 

Achim Kuntz, FhG-IIS, noted that the WIRE output might facilitate processing of pre-binauralized stereo. 

Gregory Pallone, Orange, reminded experts of their contribution to the previous MPEG meeting, in which an ambiance signal is provided as pre-binauralized stereo and an object it mixed onto that using a personal BRIR.

Coverage of ITU-R Speaker Configurations

The contribution proposes to add ITU-R speaker configurations to CICP and 3D Audio tables. 

Support for Horizontal-Only HOA 

Currently, the 3D Audio HOA tools to not have any directivity that lies directly on the horizontal plane.  This can be resolved via an additional 64-value codebook and without any changes to bitstream syntax.

Screen-related Adaptation for HOA

In the current specification, HOA audio sound stage adaptation can result is peaks in computational complexity. The presenter noted that an implementation-dependent solution is to pre-compute the adaptation matrix for each production and decoder screen size combination.

The contribution proposes an alternative signalling of production screen size. 

HOA and Static Objects

If a program consists of an HOA scene and e.g. 3 static dialog objects, the contribution suggests that the HOA renderer be used for the static dialog objects.

Michael K, FhG-IIS, noted that switch group interactivity (e.g. dialog level) is not supported in HOA rendering. Gregory Pallone, Orange, noted that it should be possible. 

The Chair suggested that both of the preceding issues needs more discussion, and will bring it up later in the week after all other contributions have been presented. 

Achim Kuntz, FhG-II, presented

	m37892
	Review of MPEG-H 3DA Metadata
	Simone Feug, Christian Ertel,  Achim Kuntz
	


The contribution was triggered by feedback from FhG-IIS implementers. The presenter noted that there are two disctinct categories of 3D Audio metadata:

· User interaction

· Decoding and rendering

Currently, most Audio Scene Interaction (ASI) metadata is provided in the MHAS layer, but this does not contain all ASI metadata.

The contribution proposes to

· Move rendering metadata from ASI to config and extension elements. In this way the decoder can be set up after parsing the config() element.

· Add other user interaction metadata to ASI. In this way, decoder user interface can be set up after parsing ASI.

The presenter noted that no metadata is added, and none is removed in the proposed changes.
It was the consensus of the Audio subgroup to adopt the proposed changes into the Study on MPEG-H 3D Audio DAM3.
Max Neuendorf, FhG-IIS, presented

	m37897
	Review of MPEG-H 3DA Signaling
	 Max Neuendorf, Sascha Dick, Nikolaus Rettelbach
	


The contribution proposes several minor changes to signalling methods in MPEG-H 3D Audio.

It proposed to change:

· Signaling of start and stop indices in IGF such that they better match the acuity of human auditory system. This would be by increasing granularity by a factor of 2. This would require adding two bits, one for start and one for stop.

· Signaling of Stereo Filling in Multichannel Coding Tool (MCT). This would permit stereo filling to be used in MCT. The contribution includes results of a listening test that shows the improvement in performance when using Stereo Filling in MCT. 

· With differential scores, 3 items better, one by nearly 20 MUSHRA points. These are exactly the items with the worst performance when using the current 3D Audio technology.

· Signal crossfade (or not), such that crossfades are not mandated when they don’t make sense, e.g. when transitioning from one program to another. In addition, the contribution to removes the need for redundant config() information at the AudioPreRoll() level.

It was the consensus of the Audio subgroup to adopt the proposed changes into the Study on MPEG-H 3D Audio DAM 3.
Sang Bae Chon, Samsung, presented

	m37853
	Clarifications on MPEG-H PDAM3
	Sang Bae Chon, Sunmin Kim
	


The contribution notes errors in the Internal Channel portion of the DAM 3 text and also Reference Software. It proposes the following corrections to the text, each of which were reviewed by the presenter.

	No
	Change Type
	Descriptions

	1
	Syntax
	Configuration bitstream correction. 

	2
	Editorial
	Typo

	3
	Editorial
	Missing a group and clarifications

	4
	Editorial
	Clarification on the “output” channel

	5
	Editorial
	Clarification on the “output” channel

	6
	Editorial
	Clarification on the figure

	7
	Editorial
	Typo and clarification

	8
	Editorial
	Detail description of signal and parameter flow in Figure

	9
	Editorial
	Detail description of signal and parameter flow in Figure

	10
	Editorial
	Clarification on the equation

	11
	Editorial
	Typo


In addition, it proposes two bug fixes in the RM6 Reference Software.

It was the consensus of the Audio subgroup to adopt the proposed changes into the Study on MPEG-H 3D Audio DAM 3.
Max Neuendorf, FhG-IIS, presented

	m37863
	Proposed Study on DAM3 for MPEG-H 3D Audio
	Christian Neukam, Michael Kratschmer, Max Neuendorf, Nikolaus Rettelbach, Toru Chinen
	


The contribution proposes numerous editorial or minor changes to the DAM 3 text from the 113th MPEG meeting, as shown in the following table. 

	Issue
	Changes Text?
	Changes

 Ref Soft?
	Changes

Bitstr

Config
	Changes

Bitstr

Payload
	due to signal processing
	due to side effects

	Application of Peak Limiter
	Y
	Y
	-
	-
	Y

(only at high target loudness)
	-

	Default Parameters for DRC decoder
	Y
	Y
	-
	-
	Y

(only at high target loudness)
	-

	Corrections in Technical Overview
	Y
	-
	-
	-
	-
	-

	Clarification on IGF Whitening
	Y
	-
	-
	-
	-
	-

	Correction in TCX windowing
	Y
	-
	-
	-
	-
	-

	Clarification on post-processing of the synthesis signal (bass post filtering)
	Y
	-
	-
	-
	-
	-

	Update of description of Adaptive Low-Frequency De-emphasis
	Y
	-
	-
	-
	-
	-

	Correction of wrap around in MCT
	Y
	-
	-
	-
	-
	-

	Clarification on totalSfb
	Y
	-
	-
	-
	-
	-

	Correction of inter-frame dependencies
	Y
	Y
	-
	Y
	-
	Y

	Alignment of bitstream element names and semantics for screen-related remapping
	Y
	-
	-
	-
	-
	-

	Removal of unnecessary semantics
	Y
	-
	-
	-
	-
	-

	Correction of remapping formulas
	Y
	-
	-
	-
	-
	-

	Replacement of Figure for screen-related remapping
	Y
	-
	-
	-
	-
	-

	Correction of non-uniform spread
	Y
	-
	-
	-
	-
	-

	Application of spread rendering
	Y
	Y
	-
	-
	-
	Y

	Clarification of the relationship of scene-displacement processing and DRC
	Y
	-
	-
	-
	-
	-

	Clarification on the processing of scene-displacement data
	Y
	-
	-
	-
	-
	-

	Definition of ‘atan2()’
	Y
	-
	-
	-
	-
	-

	Correction of the HOA transform matrix
	Y
	-
	-
	-
	-
	-

	Gain interaction as part of the metadata preprocessing
	Y
	-
	-
	-
	-
	-

	Clarification of behavior after divergence processing
	Y
	-
	-
	-
	-
	-

	Gain of original and duplicated objects (divergence)
	Y
	-
	-
	-
	-
	-

	Exclusion of LFEs from diffuseness processing
	Y
	-
	-
	-
	-
	-

	Gain adjustment of direct and diffuse paths
	Y
	-
	-
	-
	-
	-

	Routing of diffuse path
	Y
	-
	-
	-
	-
	-

	Correct reference distance in doubling factor formulas
	Y
	-
	-
	-
	-
	-

	Fix of behavior for smaller radius values
	Y
	-
	-
	-
	-
	-

	Minimum radius for depth spread rendering
	Y
	-
	-
	-
	-
	-

	Correction in mae_Data()
	Y
	-
	-
	-
	-
	-

	Correction of excluded sector signaling
	Y
	Y
	-
	-
	-
	-

	Clarifications wrt. receiverDelayCompensation
	Y
	Y
	-
	-
	-
	-

	Internal Channel signaling correction
	Y
	Y
	Y
	Y
	-
	Y

	Editorial correction to Section 8 Updates to MHAS
	Y
	-
	-
	-
	-
	-

	Typos
	Y
	-
	-
	-
	-
	-


It was the consensus of the Audio subgroup to adopt the proposed changes into the Study on MPEG-H 3D Audio DAM 3.
3D Audio Profiles

Christof Fersch, Dolby, presented

	m37832
	MPEG-H Part 3 Profile Definition
	Christof Fersch
	


This a joint input contribution from Dolby, DTS, Zylia, which proposes a new profile, Broadcast Baseline. The presenter noted that Dolby Atmos and DTX DTS-X have cinema sound formats that are composed only of dynamic objects. 

The presenter described a Common Receiver Broadcast Receiver architecture in which there might be multiple audio decoders that interface to a separate rendering engine. 

In conclusion, the presenter requested that the new profile definition be included in the Study on DAM 3.

Discussion

Gregory Pallone, Orange, asked why the binaural rendering was removed from the profile proposal. The presenter responded that the profile does not include any rendering technology.

Juergen Herre, IAL/FhG-IIS, noted that some content providers wish to guarantee the user experience via a normative profile. The presenter observed that broadcasters are also free to use the MPEG-H LC Profile, with a normative renderer.

Jon Gibbs, Huawei, stated that as an implementer Huawei finds flexibility in rendering a desirable option.

The presenter stated that the proposed profile can decode every LC Profile bitstream. The Chair noted that the decoder can parse the LC Profile bitstream, but cannot be conformant since no rendered output is produced. 

Henney Oh, WILUS, stated that Korean Broadcast Industry desires to have a codec coupled with renderer to guarantee a baseline user experience. 

There will be further discussion in a joint meeting with Requirements.
Takehiro Sugimoto, NHK, presented

	m37816
	Proposed number of core channels for LC profile of MPEG-H 3D Audio
	Takehiro Sugimoto, Tomoyasu Komori
	


The contribution points out an ambiguity and also a limitation in the current LC Profile specification. The presenter stated that customers or even government mandate will be for

· 9 languages (beyond Japanese) in a multilingual service

· Audio description in every broadcast service (in both Japanese and English)

This leads to the following needs

· 10 languages for dialog

· 2 languages for audio description

· 22.2 immersive audio program

The Chair noted that there is 

· Channels in a bitstream

· Channels that are decoded by 3D Audio Core Coder

· Channels that are ouput by Format Converter

It was the consensus of the Audio subgroup to support the needs expressed in the contribution, which will require clarification of the LC and High Profile specification. 

Further Discussion

Max Neuendorf, FhG-IIS, presented a modified table for describing LC Profile in which new tables were added:

· Stream chn

· Decoded chn

· Output chn

After some discussion by experts, and small changes to the presented text, it was the consensus of the Audio subgroup to incorporate the table and text shown into the specification of  LC and Profile.
Max Neuendorf, FhG-IIS, presented

	m37883
	Complexity Constraints for MPEG-H
	Max Neuendorf, Michael Kratschmer, Manuel Jander, Achim Kuntz, Simone Fueg, Christian Neukam, Sascha Dick, Florian Schuh
	


The contribution proposed to change the LC Profile definition such that the maximum complexity is reduced. The presenter noted that the proposal for Binaural Rendering has already been discussed between experts with a lack of full agreement. Hence more discussion is needed on this one proposal. 

· DRC

· Arithmetic Coding (Chair’s note – need more complete description)

· LTPF

· OAM

· M/S, Complex prediction

· IGF

· MCT

· Sampling Rate

· Object Rendering

· Binaural Rendering

· IPF

· Size of Audio Scene Information

Tim Onders, Dolby, asked if all LC profile listening test bitstreams satisfied the proposed constraints. The presenter believed that all did. 

With the exception of the proposal for Binaural Rendering, and NFC in SignalGroupTypeHOA, it was the consensus of the Audio subgroup to adopt all proposed changes in the contribution into the Study on 3D Audio DAM 3 text.

The proposal for Binaural Rendering, and NFC in SignalGroupTypeHOA restrictions needs additional discussion.
Further Discussion

Concerning NFC in SignalGroupTypeHOA, it was the consensus of the Audio subgroup to adopt the proposed change in the contribution into the Study on 3D Audio DAM 3 text.
3D Audio Reference Software

Achim Kuntz, FhG-IIS, presented

	m37891
	Software for MPEG-H 3D Audio RM6
	Michael Fischer, Achim Kuntz, Sangbae Chon, Aeukasz Januszkiewicz, Sven Kordon, Nils Peters, Yuki Yamamoto
	


This a joint contribution from many companies, and the presenter gave credit to all for their hard work. The code is in the contribution zip archive. The code implements:

· DAM3 from the 113th meeting, if #defines are set correctly

· Additional bugs that were identified and corrected, and delimited by #defines.

It was the consensus of the Audio subgroup to take the contribution and associated source code and make it RM6, Software for MPEG-H 3D Audio.
Taegyu Lee, Yonsei, presented

	m37986
	Bugfix on the software for MPEG-H 3D Audio
	Taegyu Lee, Henney Oh
	


The contribution noted that the current code for the FD binauralization tool supportes block size of 4096 but not 1024. The contribution also presents fix for this bug.

It was the consensus of the Audio subgroup to incorporate the proposed fix into RM7, which will be built according to a workplan from this meeting.
Invariants CE
The Chair asked Audio experts if they felt it was appropriate to review and discuss this meeting’s documents concerning the Swissaudec Invariants CE even though Clemens Par, Swissaudec, was not present to make the presentation and engage in the discussion. No Audio experts objected to this proposal.

The Chair made a presentation concerning the Swissaudec Invariants CE. First, he noted that the following document from the 113th meeting is the CE proposal containing the CE technical description.
	m37271
	MPEG-H "Phase 2" Core Experiment – Technical Description and Evidence of Merit
	Clemens Par
	


Second, he noted that a new version of the following contribution was uploaded to the contribution register during the afternoon of Tuesday of the MPEG week.

	m37529
	Resubmission of Swissaudec's MPEG-H "Phase 2" Core Experiment 
	Clemens Par
	


From the many items in the m37529 zip archive, the Chair presented the following two documents:

· m37592-2/m37271_Delta_Final_Test_Report/m37271_l100825-01_Swissaudec_SenseLab042-15.pdf

and

· m37529/m37529_Computational_Complexity/m37529_m37271_ANNEX_Computational_complexity_clean.docx

The first is a final listening test report from DELTA SenseLab, the second a comparison of the complexity of the CE technology and the RM technology. In fact, the Chair created and presented his own complexity tables based on the Swissaudec contribution and the appropriate MPEG contribution documents (see text between the “====” delimiters below). The summary complexity table is shown here:

Comparison of the complexity of the Invariants CE to RM0 or Benchmark
	
	CO submission
	RM0/Benchmark
	CE
	Ratio

	bitrate/items
	CO_01 - CO_10
	PCU
	
	

	48 kbps
	3DA Phase 1 + MPS
	63+40 = 103
	80.5
	0.78

	64 kbps
	3DA Phase 1 + MPS
	63+40 = 103
	80.5
	0.78

	96 kbps
	3DA Phase 1
	63
	80.5
	1.28

	128 kbps
	3DA Phase 1
	63
	80.5
	1.28

	bitrate/items
	CO_11 - CO_12
	
	
	

	48 kbps
	3DA Phase 1 (incl. SAOC 3D)
	63 + 35 = 98
	80.5
	0.82

	64 kbps
	3DA Phase 1 (incl. SAOC 3D)
	63 + 35 = 98
	80.5
	0.82

	96 kbps
	3DA Phase 1 (incl. SAOC 3D)
	63 + 35 = 98
	80.5
	0.82

	128 kbps
	3DA Phase 1 (incl. SAOC 3D)
	63 + 35 = 98
	80.5
	0.82


Comments from Audio experts

The Chair understands that the CE proponent asserts performance equivalent to RM0 and complexity lower than RM0, however, the Chair notes that for some operating points the CE is less computationally complex than RM0, and for others it is more computationally complex.

Max Neuendorf, FhG-IIS, stated that subjective test results based on only three items do not prove the that subjective quality is preserved in all cases. Hence, there would be considerable risk in adopting the technology. The Chair noted that nine other experts expressed agreement with the previous statement. When asking the question: “how many experts agree to adopt the Swissauded CE technology into the Study on DAM 3?” no (zero) experts raised their hands. 

Jon Gibbs, Huawei, noted that the Delta SenseLab test is statistically fairly weak in terms of proving that system quality is truly equivalent. 

The Chair noted that other CEs have more than 3 items in their subjective listening tests, and that the risk in miss-judging the subjective performance based on the submitted test is a major issue that cannot be overcome by the associated computational complexity figures.

Chair’s presentation document:

M3721, MPEG-H “Phase 2” Core Experiment
113th MPEG meeting
Systems under test:

	Bitrate
	Sys
	Description

	128 kb/s
	Sys1
	Benchmark FhG 128 kb/s

	
	Sys2
	CE 3DAC 128 (RM0+CE technology)

	
	Sys3
	CPE 128 (Coded CE downmix)

	
	Sys4
	CPE PCM (Uncoded (PCM) CE downmix) 

	
	Sys5
	High Anchor from CfP, 256 kb/s

	
	
	

	96 kb/s
	Sys1
	Benchmark FhG 96 kb/s

	
	Sys2
	CE 3DAC 96 (RM0+CE technology)

	
	Sys3
	CPE 96 (Coded CE downmix)

	
	Sys4
	CPE PCM (Uncoded (PCM) CE downmix)

	
	
	

	64 kb/s
	Sys1
	RM0 64 kb/s

	
	Sys2
	CE 3DAC 64 (RM0+CE technology)

	
	Sys3
	CPE 64 (Coded CE downmix)

	
	Sys4
	CPE PCM (Uncoded (PCM) CE downmix)

	
	
	

	48 kb/s
	Sys1
	RM0 48 kb/s

	
	Sys2
	CE 3DAC 48 (RM0+CE technology)

	
	Sys3
	CPE 48 (Coded CE downmix)

	
	Sys4
	CPE PCM (Uncoded (PCM) CE downmix)


Signals used in the subjective test

	Signal
	Channels

	CO_01_Church
	22.2

	CO_02_Mensch
	22.2

	CO_03_SLNiseko
	22.2


[Chair presented DELTA SenseLab Report]

M34261, Description of the Fraunhofer IIS 3D-Audio Phase 2 Submission and Benchmark
109th MPEG meeting, July 2014, Sapporo, Japan

Overview

Table 1: Technology used for CO submission incl. number of coded channels (#ch)

	
	CO submission
	

	bitrate/items
	CO_01 - CO_10
	#ch

	48 kbps
	3DA Phase 1 + MPS
	9.1

	64 kbps
	3DA Phase 1 + MPS
	9.1

	96 kbps
	3DA Phase 1
	9.1 / 9.0

	128 kbps
	3DA Phase 1
	9.1 / 9.0

	bitrate/items
	CO_11 - CO_12
	

	48 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2

	64 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2

	96 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2

	128 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2


Table 2: Technology used for CO benchmark incl. number of coded channels (#ch)
(Blue entries indicate that the waveforms are identical to the corresponding 
waveforms of the submission)
	
	CO benchmark
	

	bitrate/items
	CO_01 - CO_10
	#ch

	48 kbps
	3DA Phase 1 + MPS
	5.1

	64 kbps
	3DA Phase 1 + MPS
	7.1

	96 kbps
	3DA Phase 1
	9.1 / 9.0

	128 kbps
	3DA Phase 1 
	9.1 / 9.0

	bitrate/items
	CO_11 - CO_12
	

	48 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2

	64 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2

	96 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2

	128 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2


PCU Complexity

As usually done within MPEG, the decoder and processing complexity is specified in terms of PCU. Memory requirements are given in RCU. The numbers given in Table 3 are worst-case estimates using the highest number out of the 4 bitrates (48, 64, 96 and 128 kbps). 

Table 3: Complexity estimation 

	Module
	3DA-Core Decoder
	SAOC 3D
	MPEG Surround

	RCU 
	152 (ROM)

50 (RAM)
	98
	23

	PCU
	63
	35
	40


Given above, Phase 2 RM0 and Benchmark complexity is

	
	CO submission
	
	

	bitrate/items
	CO_01 - CO_10
	#ch
	PCU

	48 kbps
	3DA Phase 1 + MPS
	9.1
	63+40 = 103

	64 kbps
	3DA Phase 1 + MPS
	9.1
	63+40 = 103

	96 kbps
	3DA Phase 1
	9.1 / 9.0
	63

	128 kbps
	3DA Phase 1
	9.1 / 9.0
	63

	bitrate/items
	CO_11 - CO_12
	
	

	48 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2
	63 + 35 = 98

	64 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2
	63 + 35 = 98

	96 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2
	63 + 35 = 98

	128 kbps
	3DA Phase 1 (incl. SAOC 3D)
	22.2
	63 + 35 = 98


From m37271 v3
ECMA-407 Decoder




40.7 PCU

CICP-Downmix (9.1)



0.39 PCU

CICP-Downmix (11.1)



0.37 PCU

CICP-Downmix (14.0)



0.27 PCU

Complexity for the RM0 6-channel 3D Audio Core is ~ 3*13.2 = 39.6 PCU

Total PCU complexity for 22.2


80.3 PCU

Total PCU complexity for 9.1


80.69 PCU

Total PCU complexity for 11.1


80.67 PCU

Total PCU complexity for 14.0


80.57 PCU
Comparison of the complexity of the Invariants CE to RM0 or Benchmark
	
	CO submission
	RM0/Benchmark
	CE
	Ratio

	bitrate/items
	CO_01 - CO_10
	PCU
	
	

	48 kbps
	3DA Phase 1 + MPS
	63+40 = 103
	80.5
	0.78

	64 kbps
	3DA Phase 1 + MPS
	63+40 = 103
	80.5
	0.78

	96 kbps
	3DA Phase 1
	63
	80.5
	1.28

	128 kbps
	3DA Phase 1
	63
	80.5
	1.28

	bitrate/items
	CO_11 - CO_12
	
	
	

	48 kbps
	3DA Phase 1 (incl. SAOC 3D)
	63 + 35 = 98
	80.5
	0.82

	64 kbps
	3DA Phase 1 (incl. SAOC 3D)
	63 + 35 = 98
	80.5
	0.82

	96 kbps
	3DA Phase 1 (incl. SAOC 3D)
	63 + 35 = 98
	80.5
	0.82

	128 kbps
	3DA Phase 1 (incl. SAOC 3D)
	63 + 35 = 98
	80.5
	0.82


4.2.3 Maintenance

Seungkwon Beack, ETRI, presented

	m37834
	Maintenance report on MPEG Surround Extension tool for internal sampling-rate  
	Seungkwon Beack, Taejin Lee,  Jeongil Seo,  Adrian Murtaza
	MPS


The presenter reminded Audio experts that, at the 113th meeting, the MPEG Surround specification was revised to permit greater flexibility with respect to MPEG Surround internal sampling rate and number of QMF bands. Specifically, to support 64 QMF bands permits it to interface directly with MPEG-H 3D Audio in the QMF domain. It presents listening test results that document the performance of this operation point.

Systems under test

· Sys1 Revised system

· Sys2 Original system

Mushra test results showed

· No difference for average scores

· One better for differential scores, no difference overall

In conclusion, test results showed that current spec works. 

Adrian Murtaza, FhG-IIS, presented

	m37877
	Proposed Study on DAM3 for MPEG-D MPEG Surround
	Adrian Murtaza, Achim Kuntz
	MPS


The contribution relates to the internal sampling rate issue addressed by the previous contribution. Specifically, it mandates that MPEG-H 3D Audio shall only be used with MPEG Surround when MPEG Surround is in 64-band QMF mode.

It was the consensus of the Audio subgroup to incorporate the contribution into a Study on DAM3 for MPEG-D MPEG Surround.
Adrian Murtaza, FhG-IIS, presented

	m37879
	Thoughts on MPEG-D SAOC Second Edition
	 Adrian Murtaza, Jouni Paulus, Leon Terentiv
	SAOC


This contribution is a draft for what will become MPEG-D SAOC Second Edition. This Draft Second Edition contains:

· COR 1

· COR 2

· DCOR 3 (in the final text of the Second Edition)

· AMD 3 (Dialog Enhancement)

The Chair thanks Audio experts for undertaking the roll-up to make the SAOC Second Edition.
Adrian Murtaza, FhG-IIS, presented

	m37878
	Proposed Corrigendum to MPEG-D SAOC
	Adrian Murtaza, Jouni Paulus, Leon Terentiv
	SAOC


The contribution proposes additional corrections to be added to the SAOC Defect Report from the 106th and 112th meeting to make the text of a DCOR 3 to issue from this meeting. 

Corrections are:

· Better organization of text

· Clarifications of text

· Corrections to text

It was the consensus of the Audio subgroup to incorporate the text from the two defect reports (from the 106th and 112th meetings) and the corrections in this contribution into a DCOR 3 to issue from this meeting.
Adrian Murtaza, FhG-IIS, presented
	m37875
	 Proposed Study on DAM4 for MPEG-D SAOC
	Adrian Murtaza, Leon Terentiv, Jouni Paulus
	SAOC


The contribution related to Conformance, and proposes corrections to the

· The definition of “correct” decoding (i.e. maximum PCM output of 32 for 16-bit PCM output, and maximum RMS difference)

· Numerous other corrections to the text of the conformance document

· Definition of 23 new conformance sequences for SAOC-DE. The conformance streams are available now. In total, there are 71 SAOC conformance streams, 48 for SAOC and 23 for SAOC-DE.

It was the consensus of the Audio subgroup to make the contribution a Study on DAM4 for MPEG-D SAOC. The conformance streams are already on the MPEG SVN server, as indicated in the Study On text.
Adrian Murtaza, FhG-IIS, presented

	m37876
	Proposed Study on DAM5 for MPEG-D SAOC
	Adrian Murtaza, Leon Terentiv, Jouni Paulus
	SAOC


The contribution related to Reference Software, and proposed several corrections and additional functionality to the Reference Software. 

It was the consensus of the Audio subgroup to make the contribution a Study on DAM5 for MPEG-D SAOC. The reference software is already on the MPEG SVN server, as indicated in the Study On text.

Christof Fersch, Dolby, gave a verbal presentation of
	m37791
	Report on corrected USAC conformance bitstreams
	Christof Fersch
	USAC


The one conformance stream previously identified as a problem, was re-defined and re-generated so as to resolve all issues.

Yuki Yamamoto, Sony, gave a verbal presentation of
	m37826
	Sony's crosscheck report on USAC conformance
	Yuki Yamamoto, Toru Chinen
	USAC


Sony experts confirmed that the new conformance stream was able to be decoded successfully. 

The Chair noted that the fully correct and cross-checked set of USAC conformance streams will be made available attached to ISO/IEC 23003-3:2012/AMD 1 COR 2, Corrections to Conformance. This will be re-visited when the DoC on DCOR 2 is reviewed.
Max Neuendorf,  FhG-IIS, presented

	m37886
	Constraints for USAC in adaptive streaming applications
	Max Neuendorf,  Matthias Felix,  Bernd Herrmann,  Bernd Czelhan, Michael Haertl
	USAC


The contribution describes and clarifies numerous situations that arise in streaming use cases involving USAC.  The contribution proposes to add text to

· The body of the USAC specification where appropriate

· Annex B Encoder Description 
· Annex F Audio/Systems Interaction 

It was the consensus of the Audio subgroup to incorporate the contribution text into ISO/IEC 23003-3:2012/FDAM 3, Support for MPEG-D DRC and IPF.
Michael Kratschmer, FhG-IIS, presented
	m37884
	Parametric Limiter for MPEG-D DRC
	Michael Kratschmer, Frank Baumgarte
	DRC


The presenter gave a brief overview of how MPEG-D DRC works and what it can be used for. He further noted that peak limiting and clipping prevention is typically out of scope for most MPEG audio decoders. The contribution specifically addresses the prevention of peak limiting, via the specification of a new parametric DRC type for peak limiting. This new functionality does not require any new tools or architecture. What is required is a new playload that contains

· Limiting threshold

· Smoothing attack and release time constants
It was the consensus of the Audio subgroup to incorporate the contribution text into ISO/IEC 23003-4:2015 DAM 1, Parametric DRC, Gain Mapping and Equalization Tools, to be produced at this meeting.
Michael Kratschmer, FhG-IIS, presented
	m37882
	Proposed Corrigendum to MPEG-D DRC
	Michael Kratschmer, Frank Baumgarte
	DRC


The contribution notes that each DRC configuration requires a separate metadata set. It proposes to adopt the downmixld mechanism for downmix configurations into a new drcSetId for DRC configurations. This does not require a syntax change, only a semantics change. 

It was the consensus of the Audio subgroup to incorporate the contribution text into a Defect Report on MPEG-D DRC.

Frank Baumgarte, Apple, presented
	m37895
	Study on MPEG-D DRC 23003-4 PDAM1
	Frank Baumgarte, Michael Kratschmer
	DRC


The presenter reviewed that the PDAM 1 text specifies the following tools:

· Parametric DRC

· Gain mapping

· Loudness EQ 

· Generic EQ
Since the 113th meeting, when the PDAM issued, the technology has been implemented which has identified issues in the specification. Many of those issues are captured in the proposed Study On text. Issues are:

· Complexity management. The Study text defines how to 

· Estimate complexity 

· Conditions under which EQs and other gains can be discarded so as to satisfy maxium decoder complexity limits

· Loudness measurement

· Update to latest ITU recommendation

· EQ Phase alignment

· Need further restrictions on filter phase 

· Ordering of boxes in MP4 FF

· To simplify decoder parser complexity

· Numerous other clarifications and editorial changes

It was the consensus of the Audio subgroup to make the contribution text ISO/IEC 23003-4:2015 DAM 1, Parametric DRC, Gain Mapping and Equalization Tools, to be produced at this meeting.
Michael Kratschmer, FhG-IIS, presented
	m37881
	Proposed RM7 of MPEG-D DRC software
	Michael Kratschmer, Frank Baumgarte
	DRC


The contribution is a proposed RM7 for MPEG-D DRC Reference Software. It incorporates all tools in DRC including

· ISO/IEC 23003-4:2015, Dynamic Range Control

· 15842, Text of ISO/IEC 23003-4:2015 PDAM 1, Parametric DRC, Gain Mapping and Equalization Tools

· m37895, Study on MPEG-D DRC 23003-4 PDAM1

It was the consensus of the Audio subgroup to add to this the technology in 

· m37884, Parametric Limiter for MPEG-D DRC

And issue this as

· ISO/IEC 23003-4:2015/PDAM 2, DRC Reference Software

 from this meeting with a

· 3 week editing period and

· A resolution for a 2 month ballot

4.3 Discussion of Remaining Open Issues

DAM 3 Open Issues

NFC Syntax

Gregory Pallone, Orange, presented syntax and supporting text pertaining to carriage of NFC information

Experts agreed that the current syntax will work and support the Orange use case if the NfcReferenceDistance is signalled in the bitstream.

Experts from Technicolor and Samsung stated that any change, even editorial, causes more work for implementers, and so would prefer that syntax remain as in the DAM 3 text.

It was the consensus of the Audio subgroup to keep syntax as in the DAM 3 text from the 113th meeting.
NFC Processing

Gregory Pallone, Orange, presented information pertaining to NFC processing.

The Chair asked the question: what are the use cases in LC Profile decoders that require NFC processing? The presenter noted that when listening in the car (and others) the speakers might be too close. 

Revisions to LC Profile specification 
Max Neuendorf, FhG-IIS, presented edited LC Profile specification text concerning:

· Bitstream channels

· 3D Audio core decoded channels

· Speaker output channels

The text is shown between the “====” delimiters, below. 

It was the consensus of the Audio subgroup to keep adopt this text into Study on MPEG-H 3D Audio  DAM 3 text.
Table P2 — Levels and their corresponding restrictions for the Low Complexity Profile

	Level
	Max. Sampling rate
	Max. no. of core ch in compressed data stream
	Max. no. of decoder processed core ch
	Max. no. of loudspeaker output ch
	Example of max. loudspeaker configuration
	Max. no.  of decoded objects
	Example of a
 max.  Config C+O
	Max. HOA order
	Example of 
max. HOA order + O

	1
	48000
	10
	5
	2
	2.0
	5
	2 ch + 3 static obj
	2
	2nd order + 3 static obj

	2
	48000
	18
	9
	8
	7.1
	9
	6 ch + 3 static obj
	4
	4th order + 3 static obj

	3
	48000
	32
	16
	12
	11.1
	16
	12 ch + 4 obj
	6
	6th order + 4 obj

	4
	48000
	56
	28
	24
	22.2
	28
	24 ch + 4 obj
	6
	6th order + 4 obj

	5
	96000
	56
	28
	24
	22.2
	28
	24 ch + 4 obj
	6
	6th order + 4 obj


—
The use of switch groups determines the subset of core channels out of the core channels in the bitstream that shall be decoded.

—
If the mae_AudioSceneInfo() contains switch groups (mae_numSwitchGroups>0), then the elementLengthPresent flag shall be 1

Further discussion on Zylia CE and LC Profile

Tomasz Żernicki and Lukasz Januszkiewicz from Zylia has presented listening test pooled results for TCC at 20 kbps (TCC+eSBR) and 64 kbps (TCC+IGF). There is a significant improvement for 7 items for 20 kbps and 2 items for 64 kbps. The quality of none item was degraded. 

New results (64kbps) were related to application of TCC in higher bitrates with IGF tool activated. These new results demonstrate that TCC works efficiently for high bitrates use cases and still can introduce statistically significant improvement of the quality. 

Tomasz Żernicki, Zylia, proposed to include TCC tool into MPEG-H 3D Audio Low Complexity profile. Additionally, relevant changes to DAM3 text were proposed.
The presenter proposed to restrict the tool for use in LC Profile according to the table below

Table PX — Restrictions applying to TCC tool according to the Levels of the Low Complexity Profile 

	Mpegh3daProfile LevelIndication 
	1 
	2 
	3 
	4 
	5 

	Maximum number of TCC channels 
	2 
	4 
	4 
	8 
	0 

	MAX_NUM_TRJ 
	4 
	4 
	4 
	4 
	0 


Max Neuendorf, FhG-IIS, noted that the TCC processing presented to this meeting used the ODFT synthesis method.

Juergen Herre, IAL/FhG-IIS, asked why pitch pipe, which is a highly tonal tool, did not show improvement using the TCC tool. The presenter stated that the encoder signal classifier disable the tool for this class of signal. 

Max Neuendorf, FhG-IIS, asked to clarify the description of complexity based on the synthesis method used. Presenters agreed, that a short update regarding the Taylor series cosine function calculation could be added to the technical description of the tool. Christof Fersch, Dolby, noted that this is a small change that can be added to DAM3 during present meeting.

Discussion on new tools LC Profile
The Audio Chair observed the TCC tool and the HREF tool have both requested adoption into LC profile, and furthermore, that the Chair has suggested the possibility of making all NFC processing informative in LC Profile. Furthermore, experts from Korea, the first customer of MPEG-H 3D Audio, have expressed a strong request that the set of tools in LC Profile should remain unchanged. The Chair suggested that a possible consensus position that resolves many open issues is to:

· Not admit TCC into LC Profile

· Not admit HREP into LC Profile

· Keep NFC signaling syntax and NFC processing in LC Profile as specified in the DAM 3 from the 113th MPEG meeting.

Henney Oh, WULUS, spoke for the Korean broadcast industry to say that Korea is implementing MPEG-H 3D Audio codec now, and it would be best if there is no change in the LC Profile toolbox. Sang Bae Chon, Samsung, speaking as a Consumer Electronics device manufacturer, stated that implementers are on a similarly aggressive timeline. A change to the LC Profile toolbox will jeopardize this timeline. 

Concerning the set of tools in LC Profile and also NFC processing mandated in LCP profile, it was the consensus of the Audio subgroup to stay as is specified in the DAM 3 text from the 113th meeting.
HREP

Christain Neukam, FhG-IIS, gave a short presentation on HREP. The presentation asked to have HREP in all processing paths of the 3D Audio decoder: channels, objects, SAOC-3D, HOA.

Christof Freich, Dolby, stated some concern as to whether HREP will actually deliver a quality increase in the SAOC and HOA signal paths. Christian Neukam, FhG-IIS, stated that HREP is a core coder tool and as such will work on all signal types just at the 3D Audio core provides efficient compression for all signal types. Nils Peters, Qualcomm, noted that HOA works well with the core coder, and as such it his expectation that it will work with HREP. Oliver Weubbolt, Technicolor, noted that “channel-based” coding tools work equally well for HOA signals. Adrian Murtaza, FhG-IIS, noted HREP gives more bits to core coder and hence can be expected to make signals sound better. Christian Neukam, FhG-IIS, noted that HREP is an identity system absent any coding. Tim Onders, Doby, noted that HREP “shifts a more objectionable artifact to a less objectionable artifact,” and questioned whether subsequent SOAC and HOA processing could “color” the artifacts resulting in a worse result. Oliver Weubbolt, Technicolor, reminded experts that this tool supplies more than 15 MUSHRA points performance gain for some signals (e.g. selected applause signals). The Chair attempted to sum up, and noted that a 15 point performance gain is greater than almost any CE, and hence expects that HREP will deliver good performance when put in the SAOC and HOA signal paths.

It was the consensus of the Audio subgroup to accept the HREP tool into the SAOC and HOA signal paths (so that it is now present in all signal paths), and to document this in Study on MPEG-H 3D Audio DAM 3.
Qualcomm, multiple items 

Nils Peters, Qualcomm, gave a presentation that re-iterated the points raised in his contribution m37874. The resolution for each item is recorded below.
CICP Extensions – Study as AhG mandate. 

Screen adaptation and Signaling of screen size – pre-compute information ahead of content switch. The Chair noted that there was no need to change the existing syntax, but only recommend a small number (e.g. 8 of the 9x9x9 possibilities) preferred screen sizes and to describe how the adaptation information could be pre-compued. It was the consensus of the Audio subgroup to capture the proposal, with the modifications of the Chair, into an informative Annex.
Rendering of HOA and static objects – 

Deep Sen, Qualcomm, noted that the content provider might be mixing using only an HOA panner and so it may be advantageous to place dialog objects using the HOA panner. 

Achim Kuntz questioned if HOA panning is desirable, in that some objects would tend to become more diffuse. Presenter confirmed that a HOA panner would tend to excite more speakers. 

This proposal was not accepted
Support for horizontal only HOA content – the proposal is to add one new codebook so that truly horizontal-only HOA content can be rendered as such. 
It was the consensus of the Audio subgroup to adopt the proposal in to Study on MPEG-H 3D Audio DAM 3.
Panasonic presentation

The presenter observed that both “straightforward” and “informative Annex G” HOA renderer will be used in LC Profile decoders. 

The presenter recommended adding one sentence. This was discussed, with some experts supporting the new text and some wishing it to be further edited. The Chair noted that, for this matter, the DAM text from the 113th meeting is correct and proposed that there be no changes. 

Proposed changes were not accepted.
Further Discussion on Panasonic proposals

Concerning Section 18 “Low Complexity HOA Spatial Decoding and Rendering,” Panasonic experts presented new text, as shown below within the “#####” delimiters, where the red text is the proposed new text.
It was the consensus of the Audio subgroup to adopt the newly proposed text in to Study on MPEG-H 3D Audio DAM 3.
 (The following text is extracted from Section 18 of DAM3 for your reference.) 
###################################################################### 

18        Low Complexity HOA Spatial Decoding and Rendering
Replace the following sentence at the beginning of subclause 12.4.2.1 "General Architecture" 

The architecture of the spatial HOA decoder is depicted in Figure 40. 

With 

The Spatial HOA decoding process describes how to reconstruct the HOA coefficient sequences from the HOA transport channels and the HOA side information (HOA extension payload). Subsequently the HOA rendering matrix is applied to the HOA coefficient sequences to get the final loudspeaker signals. The HOA renderer is described in section 12.4.3. Both processing steps can be very efficiently combined resulting in an implementation with much lower computational complexity. Since the HOA synthesis in the decoding process can be expressed as a synthesizing matrix operation, the rendering matrix can be applied to the synthesizing matrix for such combination. This realizes “decoding and rendering” in one-step rendering without having to reconstruct full HOA coefficient sequences when they are not necessary. A detailed description how t o integrate the spatial HOA decoding and rendering can be found in Annex G. However, for didactical reasons the processing steps are described separately in the followi’ng subclauses. 

The architecture of the spatial HOA decoder is depicted in Figure 40. 


Replace ANNEX G (informative) "Low Complexity HOA Rendering" with the following text: 

Annex G 
(informative)


###################################################################### 

Binaural Rendering and selection of impulse responses

Max Neuendorf, FhG-IIS, made a presentation on new text. This text was discussed, and edited. 

It was the consensus of the Audio subgroup to adopt the newly proposed text in to Study on MPEG-H 3D Audio DAM 3.
5 Closing Audio Plenary and meeting deliverables

5.1 Discussion of Open Issues

Remaining open issues were discussed and resolved. These pertained to 3D Audio and are documented at the end of the 3D Audio Task Group section. 
5.2 Recommendations for final plenary

The Audio recommendations were presented and approved.
5.3 Disposition of Comments on Ballot Items

DoC on Audio-related balloted items were presented and approved.
5.4 Responses to Liaison and NB comments

Liaison statement and NB comment responses generated by Audio were presented and approved.

5.5 Establishment of Ad-hoc Groups

The ad-hoc groups shown in the following table were established by the Audio subgroup. 
	No.
	Title
	Mtg

	
	AHG on 3D Audio and Audio Maintenance
	No

	
	AHG on Responding to Industry Needs on Adoption of MPEG Audio
	No


5.6 Approval of output documents

All output documents, shown in Annex D, were presented in Audio plenary and were approved.
5.7 Press statement

The was no Audio contribution to the press statement.
5.8 Agenda for next meeting

The agenda for the next MPEG meeting is shown in Annex F. 
5.9 All other business

There was none.

5.10 Closing of the meeting 

The 114th Audio Subgroup meeting was adjourned Friday at 13:30 hrs. 
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There were 43 participants in the Audio subgroup meeting, as shown in the following table.
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Annex B Audio Contributions and Schedule
3D Audio Phase 2 AhG Meeting

	Sunday
	Topic
	Authors
	Presented

	1300-1800
	3D Audio Phase 2 CEs
	
	

	
	TCC
	
	

	m37930
	Zylia Poznan Listening Test Site Properties
	Jakub Zamojski, Lukasz Januszkiewicz, Tomasz Zernicki
	x

	m37932
	Corrections and clarifications on Tonal Component Coding
	Lukasz Januszkiewicz, Tomasz Zernicki
	x

	m37947
	Listening Test Results for TCC from FhG IIS
	Sascha Dick, Christian Neukam
	x

	m37933
	Low Complexity Tonal Component Coding
	Tomasz Zernicki, Lukasz Januszkiewicz, Andrzej Rumiaski, Marzena Malczewska
	x

	
	HREP
	
	

	m37833
	ETRI's cross-check report for CE on High Resolution Envelope Processing
	Seungkwon Beack, Taejin Lee
	x

	m37715
	Cross Check Report for CE on HREP (Test Site Fraunhofer IDMT)
	Judith Liebetrau,  Thomas Sporer, Alexander Stojanow
	x

	m37889
	3DA CE on High Resolution Envelope Processing (HREP)
	Sascha Disch, Florin Ghido, Franz Reutelhuber, Alexander Adami, Juergen Herre
	x

	
	HOA Issues
	
	

	m37894
	Proposed modifications on MPEG-H 3D Audio
	Gregory Pallone
	x

	
	
	
	

	
	Review of AhG Report
	
	


114th MPEG Audio subgroup meeting

	Monday
	Topic
	Authors
	Presented

	0900-1300
	MPEG Plenary
	
	

	1300-1400
	Lunch
	
	

	1400-1430
	Audio Plenary
	
	

	
	Welcome and Remarks

Report on Sunday Chairs meeting

Review main tasks for the week
	
	

	m37805
	113th MPEG Audio Report
	Schuyler Quackenbush
	x

	m37902
	AHG on 3D Audio and Audio Maintenance
	Schuyler Quackenbush
	x

	m37901
	AHG on Responding to Industry Needs on Adoption of MPEG Audio
	Juliane Borsum
	x

	
	Review of Liaison Documents
	
	

	m37987
	Information on Korean standard for terrestrial UHD broadcast services
	Henney Oh
	x

	
	
	
	

	1430-1800
	Maintenance
	
	

	
	MPEG-D
	
	

	m37834
	Maintenance report on MPEG Surround Extension tool for internal sampling-rate  
	Seungkwon Beack, Taejin Lee,  Jeongil Seo,  Adrian Murtaza
	x

	m37877
	Proposed Study on DAM3 for MPEG-D MPEG Surround
	Adrian Murtaza, Achim Kuntz
	x

	
	
	
	

	m37875
	Proposed Study on DAM4 for MPEG-D SAOC
	Adrian Murtaza, Leon Terentiv, Jouni Paulus
	x

	m37876
	Proposed Study on DAM5 for MPEG-D SAOC
	Adrian Murtaza, Leon Terentiv, Jouni Paulus
	x

	m37878
	Proposed Corrigendum to MPEG-D SAOC
	Adrian Murtaza, Jouni Paulus, Leon Terentiv
	x

	m37879
	Thoughts on MPEG-D SAOC Second Edition
	 Adrian Murtaza, Jouni Paulus, Leon Terentiv
	x

	
	
	
	

	m37791
	Report on corrected USAC conformance bitstreams
	Christof Fersch
	x

	m37826
	Sony's crosscheck report on USAC conformance
	Yuki Yamamoto, Toru Chinen
	x

	m37886
	Constraints for USAC in adaptive streaming applications
	Max Neuendorf,  Matthias Felix,  Bernd Herrmann,  Bernd Czelhan, Michael Haertl
	x

	
	
	
	

	m37884
	Parametric Limiter for MPEG-D DRC
	Michael Kratschmer, Frank Baumgarte
	x

	m37895
	Study on MPEG-D DRC 23003-4 PDAM1
	Frank Baumgarte, Michael Kratschmer
	x

	m37882
	Proposed Corrigendum to MPEG-D DRC
	Michael Kratschmer, Frank Baumgarte
	x

	m37881
	Proposed RM7 of MPEG-D DRC software
	Michael Kratschmer, Frank Baumgarte
	x

	
	
	
	

	Tuesday
	
	
	

	0900-1000
	Joint with Systems

3D Audio DAM 4
	
	

	m37531
	Study Of 23008-3 DAM4 (w15851) - Carriage Of Systems Metadata
	Michael Dolan, Dave Singer, Schuyler Quackenbush 
	x

	m37896
	Study on Base Media File Format 14496-12 PDAM1
	
	x

	
	Final AhG document presentations
	
	

	m37827
	Proposed simplification of HOA parts in MPEG-H 3D Audio Phase 2
	Hiroyuki EHARA, Sua-Hong NEO, Kai WU
	x

	
	Phase I Corrections
	
	

	m37885
	Proposed DCOR to MPEG-H 3D Audio edition 2015
	Max Neuendorf, Achim Kuntz, Simone Fueg, Andreas Hoelzer, Michael Kratschmer, Christian Neukam, Sascha Dick, Elena Burdiel, Toru Chinen 
	x

	
	Phase II Corrections and Clarifications
	
	

	m37770
	Corrections and Clarifications on MPEG-H 3D Audio DAM3
	Oliver Wuebbolt, Johannes Boehm, Alexander Krueger, Sven Kordon, Florian Keiler
	x

	m37874
	Thoughts on MPEG-H 3D Audio
	Nils Peters,  Deep Sen, Jeongook Song, Moo Young Kim
	x

	
	
	
	

	1300-1400
	Lunch
	
	

	
	
	
	

	
	Phase II Corrections and Clarifications
	
	

	m37892
	Review of MPEG-H 3DA Metadata
	Simone Feug, Christian Ertel,  Achim Kuntz
	x

	m37897
	Review of MPEG-H 3DA Signaling
	 Max Neuendorf, Sascha Dick, Nikolaus Rettelbach
	x

	m37853
	Clarifications on MPEG-H PDAM3
	Sang Bae Chon, Sunmin Kim
	x

	m37863
	Proposed Study on DAM3 for MPEG-H 3D Audio
	Christian Neukam, Michael Kratschmer, Max Neuendorf, Nikolaus Rettelbach, Toru Chinen
	x

	
	Proposed 3D Audio Profile
	
	

	m37832
	MPEG-H Part 3 Profile Definition
	Christof Fersch
	x

	
	3D Audio Reference Software
	
	

	m37891
	Software for MPEG-H 3D Audio RM6
	Michael Fischer, Achim Kuntz, Sangbae Chon, Aeukasz Januszkiewicz, Sven Kordon, Nils Peters, Yuki Yamamoto
	x

	m37986
	Bugfix on the software for MPEG-H 3D Audio
	Taegyu Lee, Henney Oh
	x

	
	
	
	

	1800-
	Chairs meeting
	
	

	
	
	
	

	Wednesday
	
	
	

	0900-1100
	MPEG Plenary
	
	

	
	
	
	

	1130-1300
	Joint with All at Audio
	
	

	
	MPEG Vision
	
	x

	
	
	
	

	1300-1400
	Lunch
	
	

	
	
	
	

	1400-1500
	Document Preparation
	
	

	1500-1600
	3D Audio LC Profile
	
	

	m37816
	Proposed number of core channels for LC profile of MPEG-H 3D Audio
	Takehiro Sugimoto, Tomoyasu Komori
	x

	m37883
	Complexity Constraints for MPEG-H
	Max Neuendorf, Michael Kratschmer, Manuel Jander, Achim Kuntz, Simone Fueg, Christian Neukam, Sascha Dick, Florian Schuh
	x

	1600-1700
	Phase II CE
	
	

	m37529
	Resubmission of Swissaudec's MPEG-H "Phase 2" Core Experiment 
	Clemens Par
	x

	
	
	
	

	1700-1730
	Open Issues
	
	

	
	Zylia presentation
	
	x

	
	
	
	

	
	
	
	

	1730-
	Social: Buses leave at 6:15pm
	
	

	
	
	
	

	Thursday
	
	
	

	0900-1000
	Open Issues
	
	

	1000-1100
	Joint with 3DV at Audio
	
	

	
	MPEG-H 3D Audio in a Virtural/Augmented Reality Use Case
	
	x

	1100-1200
	Joint with Requirements at Audio
	
	

	
	Possible future MPEG-H 3D Audio profiles

m37832
MPEG-H Part 3 Profile Definition
Christof Fersch

Possible LCX profile for Cable Industry
	
	x

	1200-1300
	Document Preparation
	
	

	
	
	
	

	1300-1400
	Lunch
	
	

	
	
	
	

	1400-1500
	DoC Review
	
	

	1530-1600
	3D Everything joint meeting
	
	x

	1600-1800
	Open Issues
	
	

	
	
	
	

	1800-
	Chairs meeting
	
	

	
	
	
	

	Friday
	
	
	

	0800-0900
	Discussion of Open Issues
	
	

	0800-1300
	Audio Plenary
	
	

	
	Report on Thursday Chairs meeting
	
	

	
	Recommendations for final plenary
	
	

	
	Establishment Ad-hoc groups and review AhG Mandates
	
	

	1000
	Get document numbers
	
	

	1030
	Submit AhG Mandates and Resolutions
	
	

	
	Approve and send Press Release
	
	

	
	Approve Responses to NB comments and Liaison
	
	

	
	Approval of output documents:

Nxxxx in document header

wxxxx (short title).docx -- document filename

wxxxx.zip – zip archive name
	
	

	
	Agenda for next meeting
	
	

	
	Review of Audio presentation to MPEG plenary 
	
	

	
	A.O.B.
	
	

	
	Closing of the Audio meeting
	
	

	1300-1400
	Lunch
	
	

	1400-
	MPEG Plenary
	
	


Annex C Task Groups

1. MPEG-H 3D Audio Phase 1

2. MPEG-H 3D Audio Phase 2

3. Maintenance of MPEG-2, MPEG-4 and MPEG-D
Annex D Output Documents
Documents approved by Audio and jointly by Audio and other subgroups are shown below. Note that document numbers shown in RED are listed in another subgroups resolutions, and shown here for reference.
	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 13818-1– Systems
	
	
	

	15912
	DoC on ISO/IEC 13818-1:2015/DAM 5
	Harald Fuchs
	N
	16/02/26

	15913
	ISO/IEC 13818-1:2015/FDAM 5
	Harald Fuchs
	N
	16/02/26

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 14496-3 – Audio
	
	
	

	15998
	Text of ISO/IEC 14496-3:2009/AMD 3:2012/COR 1, Downscaled (E)LD
	Adrian Murtaza
	N
	16/02/26

	15999
	ISO/IEC 14496-3:2009/DAM 6, Profiles, Levels and Downmixing Method for 22.2 Channel Programs
	Takehiro

Sugimoto
	N
	16/02/26

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 14496-5 – Reference software
	
	
	

	15924
	Text of ISO/IEC 14496-5:2001/AMD 24:2009/DCOR 3, Downscaled (E)LD
	Adrian Murtaza
	N
	16/02/26

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 14496-12 – ISO base media file format
	
	
	

	15922
	DoC on ISO/IEC 14496-12:2015 PDAM 1 DRC Extensions
	David Singer
	N
	16/02/26

	15923
	Text of ISO/IEC 14496-12:2015 DAM 1 DRC Extensions
	David Singer
	N
	16/04/01

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23003-1 – MPEG Surround
	
	
	

	15934
	Study on ISO/IEC 23003-1:2007/DAM 3 MPEG Surround Extensions for 3D Audio
	Adrian Murtaza
	N
	16/02/26

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23003-2 – Spatial Audio Object Coding (SAOC)
	
	
	

	16076
	ISO/IEC 23003-2:2010/DCOR 3 SAOC, SAOC Corrections
	Adrian Murtaza
	N
	16/02/26

	16077
	Study on ISO/IEC 23003-2:2010/DAM 4, SAOC Conformance
	Adrian Murtaza
	N
	16/02/26

	16078
	Study on ISO/IEC 23003-2:2010/DAM 5, SAOC Reference Software
	Adrian Murtaza
	N
	16/02/26

	16079
	Draft of ISO/IEC 23003-2:2010 SAOC, Second Edition
	Adrian Murtaza
	N
	16/02/26

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23003-3 – Unified speech and audio coding
	
	
	

	16080
	DoC on ISO/IEC 23003-3:2012/Amd.1:2014/DCOR 2
	Michael Kratschmer
	N
	16/02/26

	16081
	Text of ISO/IEC 23003-3:2012/Amd.1:2014/COR 2
	Michael Kratschmer
	N
	16/02/26

	16082
	DoC on ISO/IEC 23003-3:2012/DAM 3 Support of MPEG-D DRC, Audio Pre-Roll and IPF
	Michael Kratschmer
	N
	16/02/26

	16083
	Text of ISO/IEC 23003-3:2012/FDAM 3 Support of MPEG-D DRC, Audio Pre-Roll and IPF
	Michael Kratschmer
	N
	16/02/26

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23003-4 – Dynamic Range Control
	
	
	

	16084
	Defect Report on MPEG-D DRC
	Michael Kratschmer
	N
	16/02/26

	16085
	DoC on ISO/IEC 23003-4:2015 PDAM 1, Parametric DRC, Gain Mapping and Equalization Tools
	Michael Kratschmer
	N
	16/02/26

	16086
	Text of ISO/IEC 23003-4:2015 DAM 1, Parametric DRC, Gain Mapping and Equalization Tools
	Michael Kratschmer
	N
	16/04/01

	16087
	Request for Amendment ISO/IEC 23003-4:2015/AMD 2, DRC Reference Software
	Michael Kratschmer
	N
	16/02/26

	16088
	ISO/IEC 23003-4:2015/PDAM 2, DRC Reference Software
	Michael Kratschmer
	N
	16/03/18

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23008-3 – 3D Audio
	
	
	

	16089
	ISO/IEC 23008-3:2015/DCOR 1 Corrections,
	Christian Neukam
	N
	16/02/26

	16090
	DoC on ISO/IEC 23008-3:2015/DAM 2, MPEG-H 3D Audio File Format Support
	Ingo Hofmann
	N
	16/02/26

	16091
	Text of ISO/IEC 23008-3:2015/FDAM 2, MPEG-H 3D Audio File Format Support
	Ingo Hofmann
	N
	16/02/26

	16092
	Study on ISO/IEC 23008-3:2015/DAM 3, MPEG-H 3D Audio Phase 2
	Max Neuendorf
	N
	16/03/18

	16093
	Study on ISO/IEC 23008-3:2015/DAM 4, Carriage of Systems Metadata
	Schuyler Quackenbush
	N
	16/02/26

	16094
	WD on New Profiles for 3D Audio
	Christof Fersch
	N
	16/02/26

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23008-6 – 3D Audio Reference Software
	
	
	

	16095
	3D Audio Reference Software RM6
	Achim Kuntz
	N
	16/02/26

	16096
	Workplan on 3D Audio Reference Software RM7
	Achim Kuntz
	N
	16/02/26

	No.
	Title
	In charge
	TBP
	Available

	
	Liaisons
	
	
	

	16097
	Liaison Statement to DVB on MPEG-H 3D Audio
	Ken McCann
	N
	16/02/26

	16098
	Liaison Statement Template on MPEG-H 3D Audio
	Ken McCann
	N
	16/02/26

	16099
	Liaison Statement to ITU-R Study Group 6 on BS.1196-5
	Schuyler Quackenbush
	N
	16/02/26

	16100
	Liaison Statement to IEC TC 100
	Schuyler Quackenbush
	N
	16/02/26

	16101
	Liaison Statement to IEC TC 100 TA 4
	Schuyler Quackenbush
	N
	16/02/26

	16102
	Liaison Statement to IEC TC 100 TA 5
	Schuyler Quackenbush
	N
	16/02/26


Annex E Agenda for the 115th MPEG Audio Meeting 

Agenda Item

1. Opening of the meeting

2. Administrative matters

2.1. Communications from the Chair

2.2. Approval of agenda and allocation of contributions

2.3. Review of task groups and mandates

2.4. Approval of previous meeting report

2.5. Review of AhG reports 

2.6. Joint meetings

2.7. Received national body comments and liaison matters

3. Plenary issues

4. Task group activities

4.1. MPEG-H 3D Audio

4.2. Maintenance: MPEG-2, MPEG-4, and MPEG-D
4.3. Audio Exploration
5. Discussion of unallocated contributions

6. Meeting deliverables

6.1. Responses to Liaison
6.2. Recommendations for final plenary

6.3. Establishment of new Ad-hoc groups

6.4. Approval of output documents

6.5. Press statement

7. Future activities

8. Agenda for next meeting

9. A.O.B

10. Closing of the meeting

Annex K  – 3DG report

Source: Marius Preda, Chair

Summary

13DGC meeting report San Diego, February 2016


21.
Opening of the meeting


21.1
Roll call


21.2
Approval of the agenda


31.3
Goals for the week


31.4
Standards from 3DGC


31.5
Room allocation


41.6
Joint meetings


41.7
Schedule at a glance


52.
AhG reports


52.1
MPEG-V


52.2
Augmented Reality


52.3
3D Graphics compression


62.4
MIoT and Wearables


6http://wg11.sc29.org/doc_end_user/documents/114_San%20Diego/ahg_presentations/MIoT-MPEGWearables-AHGR-SanDiego114.pptx-1456203700-MIoT-MPEGWearables-AHGR-SanDiego114.pptx


62.5
3D 3DG Activities are reported in the Wednesday and Friday plenary


63.
Analysis of contributions


143.1
Joint meeting with Systems on MSE AF


143.2
Joint meeting with Requirements on IoT and Wearable


143.3
Joint meeting with 3DA


143.4
Joint Session with JPEG on JPEGAR


143.5
Session 3DG Plenary


154.
General issues


154.1
General discussion


154.1.1
Reference Software


154.1.2
Web site


155.
General 3DG related activities


155.1
Promotions


155.2
Press Release


165.3
Liaison


166.
Resolutions from 3DG


166.1
Resolutions related to MPEG-4


166.1.1
Part 5 – Reference software


166.2
Part 16 – Animation Framework eXtension (AFX)


166.2.1
The 3DG subgroup recommends approval of the following documents


166.3
Part 27 – 3D Graphics conformance


166.3.1
The 3DG subgroup recommends approval of the following documents


176.4
Resolutions related to MPEG-A


176.5
Part 13 – Augmented reality application format


176.5.1
The 3DG subgroup recommends approval of the following documents


176.6
Part 17 – Multisensorial Media Application Format


176.6.1
The 3DG subgroup recommends approval of the following documents


176.6.2
The 3DG subgroup thanks US National Body for their comments on ISO/IEC 23000-17:20xx CD


176.7
Resolutions related to MPEG-V (ISO/IEC 23005 – Media context and control)


176.7.1
General


176.7.2
Part 1 – Architecture


186.7.3
Part 2 – Control Information


186.7.4
Part 3 – Sensory Information


186.7.5
Part 4 – Virtual World Object Characteristics


186.7.6
Part 5 – Data Formats for Interaction Devices


196.7.7
Part 6 – Common types and tools


196.8
Resolutions related to MAR Reference Model (ISO/IEC 18039 Mixed and Augmented Reality Reference Model)


196.8.1
General


196.9
Resolutions related to Explorations


196.9.1
Media-centric IoT and Wearable


196.9.2
Point Cloud Compression


206.10
Management


206.10.1
Liaisons


207.
Establishment of 3DG Ad-Hoc Groups


218.
Closing of the Meeting




1. Opening of the meeting

1.1 Roll call

1.2 Approval of the agenda

The agenda is approved.
1.3 Goals for the week

The goals of this week are:
· Review contributions related to MPEG-V

· Review contributions related to Augmented Reality

· Status of ref soft and conformance for Web3D Coding
· Review contributions related to MIoT and Wearable
· Edit output documents related to Context, objectives and requirements for MIoT/W
· Contribute to Big Media output documents
· Edit DoCs
· Investigate future developments for MPEG 3D Graphics Compression
· Point cloud compression
· Review and issue liaison statements 

· JPEG on AR

· MIoT and Wearable with WG10, ITU-T, IEC SG10, Syc AAL 

· Review the votes

· Web-site

· MPEG database

1.4 Standards from 3DGC

	Std
	Pt
	Edit.
	A/E
	Description
	CfP
	WD
	CD
	DIS
	FDIS
	Gr.

	4
	5
	2001
	A40
	3DG for browsers RS 
	
	
	15/06
	15/10
	16/06
	3

	4
	16
	2011
	A3
	Web3DG coding
	
	12/10
	15/02
	15/10
	16/06
	3

	4
	27
	2009
	A7
	Web3DC Conformance
	
	
	15/06
	15/10
	16/06
	3

	AR
	
	201x
	E1
	ARRM
	
	
	14/07
	16/02
	16/10
	3

	A
	13
	201x
	E2
	ARAF
	
	
	14/10
	15/06
	16/02
	3

	A
	13
	201x
	A1
	ARAF RS & C
	
	15/06
	15/10
	16/06
	17/01
	3

	A
	17
	201x
	E1
	MSMAF
	
	
	15/10
	16/02
	16/10
	3

	V
	1
	201x
	E4
	Architecture
	
	15/10
	16/02
	16/06
	17/01
	3

	V
	2
	201x
	E4
	Control information
	
	15/10
	16/02
	16/06
	17/01
	3

	V
	3
	201x
	E4
	Sensory information
	
	15/10
	16/02
	16/06
	17/01
	3

	V
	4
	201x
	E4
	Virtual world object characteristics
	
	15/10
	16/02
	16/06
	17/01
	3

	V
	5
	201x
	E4
	Data formats for interaction devices
	
	15/10
	16/02
	16/06
	17/01
	3

	V
	6
	201x
	E4
	Common types and tools
	
	15/10
	16/02
	16/06
	17/01
	3

	V
	7
	201x
	E3
	RS & C
	
	
	14/07
	15/10
	16/06
	3


1.5 Room allocation

3DGC:
Santa Clara
1.6 Joint meetings
During the week, 3DG had several joint meetings with Requirements, Video, Audio and Systems. 
	Groups
	What
	Day
	Time1
	Time2
	Where

	R, V, 3
	Everything 3D
	Tue
	10:00
	11:00
	R

	All
	MPEG Vision
	Wed
	11:30
	13:00
	A

	JPEG-MPEG
	Joint standards
	Thu
	09:00
	10:00
	JPEG

	A, 3
	3D Audio in VR/AR
	Thu
	10:00
	11:00
	A

	R, 3
	MIoTW
	Thu
	14:00
	15:00
	3

	All
	Communication
	Thu
	16:00
	17:00
	Ocean Beach

	All
	MPEG Vision
	Thu
	16:00
	18:00
	


1.7 Schedule at a glance

	Monday

	
	MPEG Plenary
	09h00 to 13h00

	
	Lunch
	13h00 to 14h00

	Session
	Agenda/Status/Preparation of the week
	14h00 to 14h30

	
	MIoT and Wearable (xxx)
	14h30 to 17h00

	Session
	3DG Plenary, review of 3DG contributions ( xxx )
	17h00 to 18h00

	Tuesday 

	
	ARAF contributions
	09h00 to 10h00

	JSession
	Everything 3D
	10h00 to 11h00

	
	MioT and Wearable (review of contributions)
	11h00 to 13h00

	
	Lunch
	13h00 to 14h00

	
	MPEG-V (review of contributions)
	14h00 to 16h00

	
	MioT and Wearable (review of contributions)
	16h00 to 18h00

	Wed

	
	MPEG Plenary 
	09h00 to 11h30

	J Session (with all)
	MPEG Vision
	11h30 to 13h00

	
	Lunch
	13h00 to 14h00

	
	MIoT and Wearable (liaisons)
	14h00 to 16h30

	Session
	ARAF White paper
	16h30 to 17h00

	Thu

	JSession MPEG-JPEG
	Joint standards
	09h00 to 10h00

	Session
	3D Audio in VR/AR
	10h00 to 11h00

	Session
	MIoT and Wearable (review draft requirements and DCfP)
	11h00 to 13h00

	
	Lunch
	13h00 to 14h00

	Requirements
	MIoTW
	14h00 to 15h00

	Session
	MIoT and Wearable output documents
	15h00 to 18h00

	JSession
	Everything 3D
	15h30 to 16h30

	BO Session
	Point Cloud compression planning
	16h30 to 18h00

	Joint meeting Communication (only for a BO group)
	ARAF White Paper
	16h00 to 17h00

	Joint meeting with all (only for a BO group)
	MPEG Vision
	16h00 to 18h00

	Friday

	Session
	Liaisons review, press release, AR and MPEG-V, MIoTW output documents
	09h00 to 10h00

	Session
	3DG Plenary, 3DG Output Documents Review, resolutions
	10h00 to 13h00

	
	MPEG Plenary
	14h00 to xxh00


2. AhG reports
2.1 MPEG-V

No AhG was established at the last meeting. 
2.2 Augmented Reality
http://wg11.sc29.org/doc_end_user/documents/114_San%20Diego/ahg_presentations/ARAF_AhG_Report.ppt-1456190378-ARAF_AhG_Report.ppt
2.3 3D Graphics compression
http://wg11.sc29.org/doc_end_user/documents/114_San%20Diego/ahg_presentations/AhG_3DG_monday_san_diego_february.v.1.pptx-1456171057-AhG_3DG_monday_san_diego_february.v.1.pptx
2.4 MIoT and Wearables
http://wg11.sc29.org/doc_end_user/documents/114_San%20Diego/ahg_presentations/MIoT-MPEGWearables-AHGR-SanDiego114.pptx-1456203700-MIoT-MPEGWearables-AHGR-SanDiego114.pptx
2.5 3D 3DG Activities are reported in the Wednesday and Friday plenary
Wednesday: 
http://wg11.sc29.org/doc_end_user/documents/114_San%20Diego/presentations/MPEG3DGraphicsMercredi.pptx-1456339383-MPEG3DGraphicsMercredi.pptx
Friday:

http://wg11.sc29.org/doc_end_user/documents/114_San%20Diego/presentations/MPEG3DGraphicsVendredi.ppt-1456529824-MPEG3DGraphicsVendredi.ppt  
3. Analysis of contributions 

Wearable & IoT

	m37763
	Root Elements for Media-centric IoT and Wearable (M-IoTW)

The root element is considered as a collection of several elements : Data, PUnit, Cmmd, User. 
	Anna Yang, Jae-Gon Kim, Sungmoon Chun, Hyunchul Ko

	m37764
	Common and Gesture-Based Wearable Description for M-IoTW

A draft and initial schema is proposed for each of the following types : Data, PUnit, Cmmd. The technical description is in a very early stage but it be considered as a good starting point
	Sungmoon Chun, Hyunchul Ko, Anna Yang, Jae-Gon Kim

	m37993
	Towards a reference architecture for Media-centric IoT and Wearable (M-IoTW)

Summary : A draft architecture inspired by WSO2.org is proposed
	Mihai Mitrea, Bojan Joveski

	m38057
	MIoT Use-case (Vibration subtitle for movie by using wearable device)

Resolution: consider this MIoT as an Individual MIoT for part 3
	Da Young Jung, Hyo-Chul Bae, Kyoungro Yoon, 

	m38113
	Speech-Related Wearable Element Description for M-IoTW

Summary :

Add Smartheadphone that has one or several microphones (regularMic and InearMic)

AP : to check the micrphone from MPEG-V and update

AP : investigate on considering the generic « audioResource  » in PData instead of « speech » 
	Miran Choi, Hyun-ki Kim

	m37903
	Use Case of MIoT

Summary :We need to embed the global positioning in the metadata of the IoT.

AP : add the requierement in the Req Document
	Jin Young Lee

	m37911
	Image analysis description for M-IoTW 

Summary: A hybrid architecture including some local processing (on the wearable) and some remote processing (more complex)

Various image analysis are proposed (face detection and recognition, object detection and recognition, …)

Resolution: consider this simple example for identifying MPEG-U and MPEG-UD types that can be reused
	duckhwan kim, bontae koo

	m37975
	MIoT API instances

A set of APIs are proposed for MIoT covering basic functionalities. Camera and Tracker MIoT are also proposed
	Sang-Kyun Kim, Min Hyuk Jeong, Hyun Young Park

	m37976
	Introduction to IoTivity APIs (MIoT)

Summary: IoTivity is a project proposed by Samsung and Intel for discovery and communication for IoTs. 

AP: use such a framework for Part 2 of MIoTW
	Sang-Kyun Kim, Min Hyuk Jeong, Hyun Young Park, 

	m38041
	Liaison Statement from JTC 1/WG 10 on Revised WD of ISO/IEC 30141
	JTC 1/WG 10 via SC 29 Secretariat

	m38042
	Liaison Statement from JTC 1/WG 10 on Request contributions on IoT use cases 
	JTC 1/WG 10 via SC 29 Secretariat

	m37800
	Wearables and IoT&AAL use case standardisation

IEC 62559-2 is specifyig a template for use cases. 

WG xxx and SyC AAL developped use cases related to IoTs

IEC formed a strategy group on Smart Wearable Devices

AP : put all the deocuments in a single place to facilitate the access for MPEG members

m38041
Liaison Statement from JTC 1/WG 10 on Revised WD of ISO/IEC 30141 

JTC 1/WG 10 via SC 29 Secretariat

m38042
Liaison Statement from JTC 1/WG 10 on Request contributions on IoT use cases 

JTC 1/WG 10 via SC 29 Secretariat

 - Send a liaison to IEC SG 10 (strategic group on Wearable Smart Devices)

 - CTA standardisation for BCI products (Consumer technology Association)

Details are in the documents below :


	Kate Grant

	m37697
	2016-02-09 11:42:16
	2016-02-17 18:48:03
	MPEG-V
General/All
	MIoT Use-case

Summary: this contribution was not presented
	M. Jalil Piran


· Part 1. Global architecture, use cases and common requirements
· Part 2. System aspects: discovery, communication 

· to interwork with available platforms, e.g UPnP or SmartBAN or IoTivity or xxx

· to set up a NEW light layer of presence and capabilities signaling

· AP: issue a CfP for Part 2 (Sang)

 (Note: implementation guidelines for MIoT to be used on other platforms)

· Part 3. Individual M-IoTs, data formats and APIs

· Sensors and actuators

· Data format defined in MPEG-V (some may need to be extended), the MIoTW standard deals only with the APIs for Sensors and actuators

· See MIoT Camera Example

· Media processing & storage units

· Data formats and/or API

· See MotionTracker Example, Face Recognition example

· AP: issue a CfP for Media processing unit interfaces (Mihai)

· Part 4. Wearable M-IoTs, data formats and APIs

· Smart Glasses

· Camera, gesture recognizer, microphone, display, etc., 

· Smart Watch

· Fitness tracker, Smart Textile (D-Shirt), Sleep monitoring

· Part 5. M-IoT Aggregates (combining individual MIoTs, eventually with other IoTs)

· Video Surveillance Systems

· Car Sensing and Communication System

· Smart Cities, Smart Factory, Smart Offices

MPEG-V

	m37808
	Proposal of metadata description for light display in MPEG-V

Summary: A lightDisplay type is proposed that can be used to activate low resolution displays. These displays can have various forms (not only rectangular)

AP: add the color matrix and the mask matrix. The second if used to create an arbitrary form of the LightDevice

AP: design a VisualDisplayType (and AuralDisplayType) and an AdvancedLightEffect
	Jae-Kwan Yun, Yoonmee Doh, Hyun-woo Oh, Jong-Hyun Jang

	m37831
	A proposal of instantiation to olfactory information for MPEG-V 4th edition part 1

Summary: use cases for enose and olfactory

AP: accepted for Part 1 of 4th Edition
	Hae-Ryong Lee, Jun-Seok Park, Hyung-Gi Byun, Jang-Sik Choi, Jeong-Do Kim

	m37860
	Enhancement of Enose CapabilityType for MPEG-V 4th edition part 2 

Summary: a full set of enose capabilities is provided.

AP: accepted
	Sungjune Chang, Hae-Ryong Lee, Hyung-Gi Byun, Jang-Sik Choi, Jeong-Do Kim

	m37861
	A modification of syntax and examples for EnoseSensorType for MPEG-V 4th edition part 5

Summary: EnoseSensorType

AP: add also the MonoChemical type (and change the Scent into MixtureChemical). Boths have CSs.
	Jong-Woo Choi, Hae-Ryong Lee, Hyung-Gi Byun, Jang-Sik Choi, Jeong-Do Kim

	m37977
	Modification of 3DPrintingLUT

Summary: add the ThreeDPrintingSpectrumLUT (in addition to ThreeDPrintingXYZLUT)

AP: accepted
	In-Su Jang, Yoon-Seok Cho, Jin-Seo Kim, Min Hyuk Jeong, Sang-Kyun Kim

	m37981
	3D Printing Color Reproduction command and preference

Summary: a command for activating or disactivating the color reproduction.

AP: accepted
	In-Su Jang, Yoon-Seok Cho, Jin-Seo Kim, Min Hyuk Jeong, Sang-Kyun Kim

	m37999
	Proposal of metadata descriptions for handling sound effect in MPEG-V

Summary: Sound Device 

AP: add the user preference at semantic level (a CS including "theatre, cinema, concert hall, …)
	Saim Shin, Jong-Seol James Lee, Dalwon Jang, Sei-Jin Jang, Hyun-Ho Joo, Kyoungro Yoon

	m38054
	Editor’s input for the WD of MPEG-V Part 1 Version 4
	Seung Wook Lee, JinSung Choi, Kyoungro Yoon

	m38055
	Editor’s input for the WD of MPEG-V Part 2 Version 4
	Seung Wook Lee, JinSung Choi, Kyoungro Yoon

	m38056
	Editor’s input for the CD of MPEG-V Part 5 Version 4
	Seung Wook Lee, JinSung Choi, Kyoungro Yoon, Hyo-Chul Bae


AR

	m37909
	White Paper on ARAF 2nd Edition
	Traian Lavric, Marius Preda

	m37910
	Big Data for personalized user experience in AR 
	Traian Lavric, Marius Preda, Veronica Scurtu

	m38114
	ARAF Expansion for Transformation System between the outdoor GPS and Indoor Navigation

Summary: it is supposed that the indoor location system is able to calculate the latitude, longitude and altitude corresponding to the user position. However, the designer would like to specify indoor POIs by using local coordinates (e.g. 10 meters x 30 meters x 3rd floor) and not the global coordinates (long, lat, altitude).

There is a need to calibrate the transformation between the indoor and global positioning systems (this can be communicated to the browser as a instantiation proto).

Another possibility is to consider the MapIndoor proto as a child of the MapMarker (this needs a corrigenda for MapMarker because there is no support for children)
	JinHo Jeong, HyeonWoo Nam


Liaison:

	#
	Title
	Source
	Disposition
	

	37576
	Liaison statement
	JTC 1/ WG 10 
	IoT
	3

	37581
	JTC 1/WG 10 on Invitation to the 4th JTC 1/WG 10 Meeting
	JTC 1/ WG 10 
	Invitation to the 4th JTC 1/WG 10 Meeting, 18th-22nd Jan. 2016
	3

	37582
	JTC 1/WG 10 on Logistical information for the 4th JTC 1/WG 10 Meeting
	JTC 1/ WG 10 
	
	3

	37583
	Liaison statement
	ITU-T SG 20 
	a new Study Group, IoT and its applications including smart cities and communities (SC&C)
	3

	37584
	Liaison statement
	JTC 1/ WG 10 
	collection of Data related to the Internet of Things
	3

	38041
	Revised WD of ISO/IEC 30141 
	JTC 1/ WG 10 
	Internet of Things Reference Architecture (IoT RA)
	3

	38042
	Request contributions on IoT use cases 
	JTC 1/ WG 10 
	
	3


3DG

	m37828
	Efficient color data compression methods for PCC 
	Li Cui, Haiyan Xu, Seung-ho Lee, Marius Preda, Christian Tulvan, Euee S. Jang

	m38136
	Point Cloud Codec for Tele-immersive Video
	Rufael Mekuria (CWI), Kees Blom (CWI), Pablo Cesar (CWI)

	m37528
	[FTV AHG] Further results on scene reconstruction with hybrid SPLASH 3D models

Improvements on the SPLASH reconstruction from image + depth. Point cloud can be the base representation.
	Sergio García Lobo, Pablo Carballeira López, Francisco Morán Burgos

	m37934
	Web3D Coding for large objects with attributes and texture

Summary: update for the Web3D ref software (support for high resolution textures, better navigation)
	Christian Tulvan, Euee S. Jang, Marius Preda


Text copied from the last version of the report in order to guideline the work on Wearable

	· Glasses (see-through and see-closed)

· Gesture recognition (performed by image analysis)

· Add new gestures (update the classification schema)

· MPEG-U could be the starting point

· Consider an intermediate representation format for arbitrary hand(s) gestures

· MPEG-7 ShapeDescriptor (Contour and Region) can be the starting point

· Adaptation of the recognition process with respect to the user

· MPEG-UD could be the starting point

· Voice recognition (check with Audio)

· Recognizing "some" voice commands

· Pre-encoded keywords: play, pause, left, right, 

· User configured set of "words"

· Able to transmit the captured audio to a processing unit

· Probably encoded

· Probably sound features

· Interpret ambient sounds

· Image analysis (other than gesture)

· Recognizing "some" objects (e.g. Traffic signaling)

· CDVS and probably CDVA

· Face recognition

· MPEG-7 (FaceRecognition Desc, AdvancedFaceRecognition Desc and InfraredFaceRecognition Desc)

· Text recognition

· Image to string – not too much to standardize however the in/out API should be defined

· Able to transmit the captured image/video to a processing unit

· Probably encoded : MPEG-4 video and JPEG

· Probably image or video features (CDVS and CDVA)

· Able to convert in real time the captured image into another image (that will be eventually displayed)

· Input: image, output: image– not too much to standardize however the in/out API should be defined

· User interface

· Sensors

· MPEG-V could be the starting point

· Gyro, Accelerometer, Camera (color, stereoscopic, infrared, …), microphone, touch sensitive device, gaze tracker (?!)

· Display capabilities (Single, double screen, Stereoscopic)

· MPEG-V has the possibility to define actuator capabilities but is not dealing yet with displays

· Rendering

· Rendering is controlled by the application

· The glass should expose rendering capabilities (HW acceleration, speed, extensions…)

· Consider the user profile for adapting glass features

· MPEG-UD

· Control and management

· Define level of quality for individual components in the glass system

· Example: voice recognition may have level 100 and object recognition only 30: in case of lack of resources, voice recognition will have priority

· Exposing the hardware capabilities (CPU, GPU, memory, storage, battery level, …)

· Define level of quality for individual applications (to be moved outside the glass section)

· Informative Part 

· Typical overall architecture for smart glasses

· Use cases examples

· Communication and interconnection between glasses and external devices

· Messages, commands

· Eg. http, udp

· Media (image, video, audio)

· Eg. DASH




Wearable we want to deal with in MPEG

· Glasses

· Watches (Miran Choi). AP: to do the same exercise that was done for glasses. 

· Earphone (Miran Choi). AP: to do the same exercise that was done for glasses. 

· Artificial heart (Mihai Mitrea). AP: to do the same exercise that was done for glasses. 

· D-Shirt (Mihai Mitrea). AP: to do the same exercise that was done for glasses. 

Text copied from the last version of the report in order to guideline the work on MIoT:

	· MIoT should expose timing information

· MIoT should expose location information (from the use case of fire surveillance system)

· MIoT should be able to implement specific image processing algorithms and provides codes with respect to a detected situation

· Defined some classes for image processing

· IoTs that we care about

· video camera

· microphone

· display (visual, auditory, olfactory, haptic)

· media storage

· media analyzers 

· MIoT camera

· Sensing 

· MPEG-V camera sensor (5 types already defined: color, depth, stereoscopic, thermo, spectrum)

· Some local Processing and support from a processing unit

· Compression (MPEG-4 video)

· Feature extraction and their transmission

· Face feature extraction (MPEG-7)

· Gesture recognition (MPEG-U ++)

· Feature extraction for arbitrary textures (CDVS)

· Color, shape, contour, texture pattern, motion trajectory, … (MPEG-7) 

· Fire

· Full processing

· Send compact commands to outside, depending on the application; some commands can be standardized

· Sensors & Actuators may become Engines (Active components, xxx) (we should add APIs on top of MPEG-V s&a), therefore, they become IoTs. Some of them are MIoTs. We can add some processing capabilities for some of them, from low processing (sampling, compression, ..) to high processing (interpretation, analysis, …). We can also build aggregates of MIoTs and IoTs and wearable are an example of these aggregates. 

· Alternatives

· MIoT as a new part in MPEG-V containing the APIs

· Not so appropriate for MIoTs that don't have sensing or actuating (like media analyzers or media storage)

· MIoT like MPEG-M engines 

· Not so appropriate because the MPEG-M engines are usually complex

· A new project

· One layer contains individual MIoTs

· A second layer aggregates individual MIoTs, eventually with other IoTs

· A particular class of this layer is the wearable

· Another class is the large scale systems (e.g. multi-cam surveillance systems)




· Output documents:

· Overview, context and objectives of Media-centric IoTs and Wearables (Marius) 3w

· Conceptual model, architecture and use cases for Media-centric IoTs and Wearables (Mihai and Sang) 3w

· Draft requirements for Media-centric IoTs and Wearables (Sang and Mihai) 3w

· E.g. Category MIoT Camera 

· E.g. Category glasses

· …

· M-IoTW Ahg Mandate

· Improve and clarify the area of M-IoTW

· Identify and document additional use cases for M-IoTW

· Refine requirements for M-IoTW

· Prepare material for CfP (e.g. scope, evaluation criteria, data set)

· Investigate IoT Architectures for specific domains and how MIoTW will interwork with them

· Identify the list of MPEG technologies related to M-IoTW

· Identify key organizations in IoT and Wearables and the status of their work

· Analyse the Working Draft of Information technology— Internet of Things Reference Architecture (IoT RA) and submit initial comments for their next meeting 

3.1 Joint meeting with Systems on MSE AF
No joint meeting was organized this meeting, MSE AF was handled by 3DG alone.

3.2 Joint meeting with Requirements on IoT and Wearable

Definitions of IoT and Wearables terms:

	Entity
	any physical or virtual object that is sensed by and / or acted on by Things.

	Thing
	any thing that can communicate with other Things, in addition it may sense and / or act on Entities.

	Media Thing
	is a Thing with at least one of audio / visual sensing and actuating capabilities

	Wearer
	any living organism that is sensed by a Wearable.

	Wearable
	any thing that senses the Wearer, may have control, communication, storage and actuation capabilities, and may sense the Wearer environment.

	Mwearable
	a Wearable having at least one of media communication or storage capabilities


Three types of Wearables were illustrated by using the MPEG-V Architecture.

3.3 Joint meeting with 3DA

No joint meeting was organized this meeting.

3.4 Joint Session with JPEG on JPEGAR

No joint meeting was organized this meeting.
3.5 Session 3DG Plenary

Review of all the output documents. Details are provided in the documents listed in section 6.
4. General issues
4.1 General discussion

4.1.1 Reference Software

It is recalled that the source code of both decoder AND encoder should be provided as part of the Reference Software for all technologies to be adopted in MPEG standards. Moreover, not providing the complete software for a published technology shall conduct to the removal of the corresponding technical specification from the standard.
Currently all the AFX tools published in the third edition are supported by both encoder and decoder implementation. 

4.1.2 Web site
The new web site is available at http://wg11.sc29.org/3dgraphics/. It is a blog-based web site and all members are allowed to post. 
5. General 3DG related activities
5.1 Promotions
5.2 Press Release
Augmented Reality Application Format reaches FDIS status 

At the 114th MPEG meeting, MPEG's Application Format for Augmented Reality (ISO/IEC 23000-13) has reached FDIS status and will be soon published as an International Standard. The MPEG ARAF enables augmentation of the real world with synthetic media objects by combining multiple, existing MPEG standards within a single specific application format addressing certain industry needs. In particular, ARAF comprises three components referred to as scene, sensor/actuator, and media. The scene component is represented using a subset of MPEG-4 Part 11 (BIFS), the sensor/actuator component is defined within MPEG-V, and the media component may comprise various types of compressed (multi)media assets using different modalities and codecs. The target applications include geo-location based services, image based object detection and tracking, audio recognition and synchronization, mixed and augmented reality games and real-virtual interactive scenarios.
MPEG issues the 4th Edition of MPEG-V CD for communication between actors in virtual and physical worlds 
At 114th meeting, MPEG have released the 4th edition of MPEG-V CD (from part 1 to 6) that supports new sensors and actuator such as 3DPrinter, ArrayCamera, E-nose, Radar, Microphone, SoundDisplay and sensory effects such as AdvancedLight. In general, MPEG‑V specifies the architecture and associated representations to enable interaction between digital content and virtual worlds with the physical one, as well as information exchange between virtual worlds. Features of MPEG‑V enable the specification of multi-sensorial content associated with audio/video data, and control of multimedia applications via advanced interaction devices.

5.3 Liaison

Answer to ITU-T SG20 liaison on IoT. An output document was produced.

Answer to JTC1 WG10 liaison on IoT. An output document was produced.

6. Resolutions from 3DG
6.1 Resolutions related to MPEG-4
6.1.1 Part 5 – Reference software

6.1.1.1 The 3DG subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 14496-5 – Reference software
	
	
	

	
	
	
	
	


6.2 Part 16 – Animation Framework eXtension (AFX)
6.2.1 The 3DG subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 14496-16 – Animation Framework eXtension (AFX)
	
	
	

	16037
	Core Experiments Description for 3DG
	Christian Tulvan
	N
	16/02/26


6.3 Part 27 – 3D Graphics conformance
6.3.1 The 3DG subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 14496-27 – 3D Graphics conformance
	
	
	

	
	
	
	
	


6.4 Resolutions related to MPEG-A 
6.5 Part 13 – Augmented reality application format

6.5.1 The 3DG subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23000-13 – Augmented reality application format 
	
	
	

	16103
	Text of ISO/IEC FDIS 23000-13 2nd Edition Augmented Reality Application Format
	Traian Lavric
	N
	16/03/03


6.6 Part 17 – Multisensorial Media Application Format

6.6.1 The 3DG subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23000-17 – Multisensorial Media Application Format
	
	
	

	16104
	DoC for ISO/IEC 23000-17:20xx CD Multiple Sensorial Media Application Format
	Sang Kyun Kim
	N
	16/02/26

	16105
	Text of ISO/IEC 23000-17:20xx DIS Multiple Sensorial Media Application Format
	Sang Kyun Kim
	N
	16/02/26


6.6.2 The 3DG subgroup thanks US National Body for their comments on ISO/IEC 23000-17:20xx CD 
6.7 Resolutions related to MPEG-V (ISO/IEC 23005 – Media context and control)

6.7.1 General

6.7.1.1 The 3DG subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23005 – Media context and control
	
	
	

	16106
	Technology under consideration
	Seung Wook Lee
	N
	16/02/26


6.7.2 Part 1 – Architecture
6.7.2.1 The 3DG subgroup recommends approval of the following documents
	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23005-1 – Architecture
	
	
	

	16107
	Request for ISO/IEC 23005-1 4th Edition Architecture
	Marius Preda
	
	16/02/26

	16108
	Text of ISO/IEC CD 23005-1 4th Edition Architecture
	Marius Preda
	
	16/02/26


6.7.2.2 The 3DG recommends to appoint Marius Preda and Seung Wook Lee as editors of ISO/IEC 23005-1 4th Edition Architecture 
6.7.3 Part 2 – Control Information

6.7.3.1 The 3DG subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23005-2 – Control information
	
	
	

	16109
	Request for ISO/IEC 23005-2 4th Edition Control Information
	Seung Wook Lee
	
	16/02/26

	16110
	Text of ISO/IEC CD 23005-2 4th Edition Control Information
	Seung Wook Lee
	
	16/03/11


6.7.3.2 The 3DG recommends to appoint Seung Wook Lee and Sang Kyun Kim as editors of ISO/IEC DIS 23005-2 4th Edition Control Information
6.7.4 Part 3 – Sensory Information

6.7.4.1 The 3DG subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23005-3 – Sensory information
	
	
	

	16111
	Request for ISO/IEC 23005-3 4th Edition Sensory Information
	Sang Kyun Kim
	
	16/02/26

	16112
	Text of ISO/IEC CD 23005-3 4th Edition Sensory Information
	Sang Kyun Kim
	
	16/03/11


6.7.4.2 The 3DG recommends to appoint Sang Kyun Kim as editor of ISO/IEC DIS 23005-3 4th Edition Sensory Information
6.7.5 Part 4 – Virtual World Object Characteristics

6.7.5.1 The 3DG subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23005-4 – Virtual world object characteristics
	
	
	

	16113
	Request for ISO/IEC 23005-4 4th Edition Virtual world object characteristics
	In-Su Jang
	
	16/02/26

	16114
	Text of ISO/IEC CD 23005-4 4th Edition Virtual world object characteristics
	In-Su Jang
	
	16/03/11


6.7.5.2 The 3DG recommends to appoint In-Su Jang and Sang Kyun Kim as editors of ISO/IEC DIS 23005-4 4th Edition Virtual world object characteristics
6.7.6 Part 5 – Data Formats for Interaction Devices

6.7.6.1 The 3DG subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23005-5 – Data formats for interaction devices
	
	
	

	16115
	Request for ISO/IEC 23005-5 4th Edition Data Formats for Interaction Devices
	Seung Woo Kum
	
	16/02/26

	16116
	Text of ISO/IEC CD 23005-5 4th Edition Data Formats for Interaction Devices
	Seung Woo Kum
	
	16/03/11


6.7.6.2 The 3DG recommends to appoint Seung Woo Kum, Sang Kyun Kim and Kyoungro Yoon as editors of ISO/IEC DIS 23005-5 4th Edition Data Formats for Interaction Devices
6.7.7 Part 6 – Common types and tools

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 23005-6 – Common types and tools
	
	
	

	16117
	Request for ISO/IEC 23005-6 4th Edition Common types and tools
	Kyoungro Yoon
	
	16/02/26

	16118
	Text of ISO/IEC CD 23005-6 4th Edition Common types and tools
	Kyoungro Yoon
	
	16/03/11


6.7.7.1 The 3DG recommends to appoint Kyoungro Yoon as editor of ISO/IEC DIS 23005-6 4th Edition Common types and tools
6.8 Resolutions related to MAR Reference Model (ISO/IEC 18039 Mixed and Augmented Reality Reference Model)

6.8.1 General

6.8.1.1 The 3DG subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	ISO/IEC 18039 Mixed and Augmented Reality Reference Model
	
	
	

	16119
	Text of ISO/IEC 2nd CD 18039 Mixed and Augmented Reality Reference Model
	Marius Preda
	Y
	16/02/26


6.8.1.2 The 3DG subgroup recommends, at the request of SC24 WG9 concerning minor editorial and formatting aspects, to withdraw the ISO/IEC DIS 18039 Mixed and Augmented Reality Reference Model issued at 112th MPEG meeting, and transform it into a 2nd CD. In order to minimize further delays in processing this standard we request two months CD ballot to be implemented by both SCs so that the ballot results become available before the next meetings of the working groups.
6.9 Resolutions related to Explorations

6.9.1 Media-centric IoT and Wearable

6.9.1.1 The 3 subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	Explorations – Media-centric Internet of Things and Wearable
	
	
	

	16120
	State of discussions related to MIoTW technologies
	Marius
	N
	16/02/26


6.9.2 Point Cloud Compression
6.9.2.1 The 3 subgroup recommends approval of the following documents

	No.
	Title
	In charge
	TBP
	Available

	
	Explorations – Point Cloud Compression
	
	
	

	16121
	Current status on Point Cloud Compression (PCC)
	Lazar Bivolarsky
	N
	16/03/11

	16122
	Description of PCC Software implementation 
	Lazar Bivolarsky
	N
	16/03/11


6.10 Management
6.10.1 Liaisons

6.10.1.1 3DG recommends approval of the following document

	No.
	Title
	In charge
	TBP
	Available

	
	Liaisons
	
	
	

	16123
	Liaison Statement to JTC1 WG10 related to MIoT
	Marius
	N
	16/02/26

	16124
	Liaison Statement to ITU-T SG20 related to MIoT
	Marius
	N
	16/02/26


7. Establishment of 3DG Ad-Hoc Groups
	
	AHG on AR

	Mandates
	1. Edit MAR RM documents

2. Continue the implementation of ARAF Reference Software

3. Identify additional needs for ARAF 

4. Investigate technologies for representing Points of Interests

5. Identify the MPEG technologies that shall be part of ARAF

6. Continue actions to implement the collaborative work-plan for MAR RM with SC24

	Chairmen
	Traian Lavric (Institut Mines Telecom), Marius Preda (Institut Mines Telecom)

	Duration
	Until 115th MPEG Meeting

	Reflector
	mpeg-3dgc AT gti. ssr. upm. es

	Subscribe
	To subscribe, send email to https://mx.gti.ssr.upm.es/mailman/listinfo/mpeg-3dgc

	Meeting
	During weekend prior to MPEG 
	Room size
	20

	
	Before weekend prior to MPEG
	Place /Date/Logistics May 29th, 17h00-18h00

	


	
	AHG on MPEG-V

	Mandates
	1. Edit the MPEG-V documents

2. To further develop tools for MPEG-V 4th Edition and discuss related contributions.

3. Collect material for reference software and conformance of MPEG-V 3rd Edition

	Chairmen
	Marius Preda (Institut Mines Telecom), Seung Wook Lee (ETRI)

	Duration
	Until 115th MPEG Meeting

	Reflector
	metaverse@lists.aau.at

	Subscribe
	http://lists.aau.at/mailman/listinfo/metaverse

	Meeting
	During weekend prior to MPEG 
	Room size
	20

	
	Before weekend prior to MPEG
	Place /Date/Logistics May 29th, 15h00-17h00

	


	
	AHG on Graphics compression

	Mandates
	1. Refine requirements for PCC

2. Solicit and compile additional test data for point clouds, including point clouds with multiple attributes per point

3. Solicit contribution related to evaluation metrics

4. Propose a raw representation for point clouds geometry and appearance

5. Further develop compression technologies for point clouds geometry and appearance

6. Collect contributions and maintain the utility software

7. Logistic preparation for a potential workshop 

	Chairmen
	Lazar Bivolarski (LZ), Rufael Mekuria (CWI), Christian Tulvan (Institut Mines Telecom), 

	Duration
	Until 115th MPEG Meeting

	Reflector
	mpeg-3dgc AT gti. ssr. upm. es

	Subscribe
	To subscribe, send email to https://mx.gti.ssr.upm.es/mailman/listinfo/mpeg-3dgc

	Meeting
	During weekend prior to MPEG 
	Room size 
	20

	
	Before weekend prior to MPEG
	Place /Date/Logistics Sunday May 29th 2016, 09h00-18h00

	


8. Closing of the Meeting

See you in Geneva.
1

